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Nonlinear Trajectory Tracking with a 6DOF AUV
using an MRAFC Controller

Lugui Fenco , Member, IEEE, and Gustavo Pérez-Zuñiga Member, IEEE

Abstract—New technologies such as AUVs are used for
marine exploration, considered a widespread solution in ocean
monitoring, whose conventional controllers such as PID or LQR
present inaccuracy in the path traversal and instability when
faced with disturbances. Such that, in order to achieve sufficient
precision in the path traversal and to be able to measure
seabed parameters, the design of a Reference Model Adaptive
Fuzzy Controller (MRAFC) is proposed. Which is a control
strategy based on a combination of fuzzy systems theories
using the Takagy-Sugeno model and adaptive control laws,
respecting Lyapunov’s nonlinear control theories to generate a
robust control against inherent disturbances of the environment.
Thus, the results obtained when comparing the MRAFC
controller versus LQR and MRAC test controllers show better
performance in different scenarios. Where the first scenario is
ideal conditions, whose result is similar when the AUV is close
to the origin and unstable in the LQR controller when it moves
away from the design convergence point. A second scenario
is considered the disturbances, obtaining unstable behaviors
from the moment of the disturbance in the LQR and MRAC
controllers, observing overstresses in the control variable τ
causing chattering effect. While the last scenario is dedicated
to recreate an environment with noise affecting the reading of
the vehicle variables where only the MRAFC control law is able
to compensate and control in a hostile environment. Therefore,
based on the results of this research it is possible to identify
the MRAFC controller as suitable for AUV where precision and
stability are necessary.

Link to graphical and video abstracts, and to code:
https://latamt.ieeer9.org/index.php/transactions/article/view/9259

Index Terms—MRAFC, AUV, Lyapunov, Takagy-Sugeno, 6-
DOF.

I. INTRODUCTION

THE perception of climate change, pollution and the
greenhouse effect has been increasing in recent years, ex-

periencing significant variations in the temperature of several
regions of the world, such as the record recorded in Greece in
2021 reaching 48.8 ° C [1]. While in the oceans it has gener-
ated variation in temperature, increased acidification, variation
in salinity, etc., directly influencing health and causing the
loss of the ecosystems that inhabit that environment. Taking
as the most notable example the decrease in living coral reefs,
which house countless coastal ecosystems, being one of the
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most productive on the planet, which has had a reduction of
around 50% in the last 150 years [2], [3].

Motivated to investigate new technologies that allow ex-
ploring the seabed and traveling along defined trajectories,
we find the Autonomous Underwater Vehicles (AUV), which
are currently used for scientific exploration, oceanographic
sampling, underwater archaeology, etc. [4], [5]. Where the
objective is to collect data to be stored in the vehicle’s internal
memory or then transmitted to the surface to be analyzed and
processed [6], [7].

However, the complex dynamics of the vehicle and the
disturbances of the environment make it difficult to design a
nonlinear controller with good performance [8], [9]. Therefore,
our interest is focused on designing a controller for the AUV
that allows exploring the coastal area of Peru, at depths
not greater than 100 meters and that can follow trajectories
specified by the user in order to monitor ocean parameters,
generating the lowest tracking error. In addition, it must be
robust to the dynamics of the environment, considering that
it must generate a control law that adapts to time-dependent
variables. Therefore, it is proposed to design a Adaptive Fuzzy
Controller by Reference Model based on the Tagaki-Sugeno
model and on the nonlinear control theories of Lyapunov to
meet the design requirements.

Currently, conventional controllers are used for trajectory
tracking, such as the IMC PID controller for AUV control,
which is based on a split control scheme, with control subsys-
tems for the heading, dive plane and speed loops. However,
this type of control tends to be unstable under [10], [11]
disturbances. In [12] we see a LQR multivariable controller,
which through optimization manages to control the entire state
vector of an Octocopter UAV. However, this type of control
is effective near the equilibrium point. So, if the vehicle has
more than one equilibrium point, it is necessary to opt for a
hybrid controller such as LRQ-Fuzzy. Taking into account that
such a scheme does not guarantee stability until the sufficient
condition derived by Tanaka-Sugeno is met. In [13] we are
shown a model-adaptive controller (MRAC) which converges
on the reference signals, however overshoots and long settling
times can be observed. We can also find some variants such as
FUZZY-MRAC [14], with membership functions for the error
and its derivative, presenting better performance, however it
lacks a stability analysis. While in adaptive controllers that
use NEURAL NETWORKS, trajectory tracking can be noted
even when subjected to disturbances, but with long settling
times in the state variable, generating steady-state error [15].
On the other hand, there are other more advanced control
strategies such as SLIDING MODE controllers [16], [17], [18]
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and DEEP REINFORCEMENT LEARNING controllers [19].
Thus, a quick inspection of the sliding mode controller shows
good performance, however, a deeper analysis shows oscilla-
tions, characteristic of the chattering effect. When observing
the dynamics of the deep reinforcement learning controller,
it directly depends on capturing a large number of samples,
which reduces the efficiency of the algorithm.

This article is structured as follows. Section II describes
the static and dynamic equations of the nonlinear model, and
presents the general vector equation of the AUV mentioning
the main matrices of the dynamic equation. In section III,
the linear model of the system for low speed applications is
obtained assuming that the angles phi and theta are small,
generating a new navigation system called ”coordinate system
parallel to the vehicle”. In addition, the equations to obtain
the equilibrium states of the nonlinear model are described.
Section IV mentions the algorithm chosen for the generation
of reference trajectories based on ”Waypoint”. Section V
describes the design of LQR, MRAC test controllers, and the
main controller of this MRAFC article. Briefly mentioning the
lyapunov function used to obtain the equations of the adaptive
law and describing the numerical optimization algorithm,
LMIs, applied to the AUV model. Section VI shows the results
obtained, performing a quantitative analysis using the ERMS
performance index, obtaining comparative tables in different
work scenarios described as Ideal conditions, with disturbance
and with noise. Finally, section VII shows the conclusions.

II. NONLINEAR MODEL OF A 6DOF AUV
The nonlinear model of study for a 6DOF AUV is widely

detailed in [20], [21], where a vectorial shape model according
to Fossen can be obtained as:

η̇ =JΘ(η)ν (1)

ν̇ =M−1(−C(ν)ν −D(ν)ν − g(η) + τ) (2)

Where η is the position vector, while ν is the acceleration
vector, and the union of these variables forms the state vector
of the AUV. Also found are the inertial mass matrix M, the
coriolis matrix C, the damping matrix D, the restoring force
vector g(η) and the propulsion force and moment vector τ .

The equation (1) corresponds to the Kinematics of the
system, which deals with the geometric aspects of the mo-
tion and relates the body-fixed navigation frames {b} and
the NED frame {n}. In addition, the transformation matrix
JΘ = diag[Rnb (Θnb) TΘ(Θnb)] is found, where Rnb (Θnb)
and TΘ(Θnb) are the linear and angular velocity transforma-
tion matrices respectively.

On the other hand, the equation (2) describes the Dynamics
of the system, which performs an analysis of the forces
that cause the movement. This can be divided into four
different parts, such as: rigid body dynamics, hydrostatics,
hydrodynamics and propulsion forces.

A. Rigid Body Dynamics

These equations arise due to the rotation of the reference
frame {b} about the reference frame {n} and are expressed in
vectorial form representing the rigid body dynamics as:

MRB ν̇ + CRB(ν)ν = τRB (3)

Where MRB represents the rigid body mass matrix, CRB
the rigid body coriolis and centripetal matrices and τRB =
[X,Y, Z,K,M,N ] is the vector of external forces and mo-
ments. Therefore, expanding this equation gives:

m[e− xg(a) + yg(pq − ṙ) + zg(pr + q̇)] = X

m[f − yg(b) + zg(qr − ṗ) + xg(qp+ ṙ)] = Y

m[d− zg(c) + xg(rp− q̇) + yg(rq + ṗ)] = Z

Ixṗ+ (Iz − Iy)qr +m[yg(d)− zg(f)] = K

Iy q̇ + (Ix − Iz)rp+m[zg(e)− xg(d)] =M

Iz ṙ + (Iy − Ix)pq +m[xg(f)− yg(e)] = N

(4)

Where a = q2+r2, b = r2+p2, c = p2+q2, d = ẇ−uq+vp,
e = u̇− vr+wq and f = v̇−wp+ur. In addition, one must
take into account the vector rg = [xg, yg, zg] which represents
the vector from CO to CG.

B. Hydrostatics

The forces acting on the body of the vehicle are described
as gravitational force and buoyancy force which are defined
as: W = mg, B = ρg∇ [22], [23]

These forces act in the vertical plane of {n} as fng , f
n
b , so if

these equations are to be expressed in the reference frame {b}
it is necessary to apply Euler transformations, thus obtaining
f bg = Rnb (Θnb)

−1fng and f bb = Rnb (Θnb)
−1fnb . Considering

F = W-B, then these equations can be expressed in vectorial
form as:

g(η) =


Fsθ

−Fcθsϕ
−Fcθcϕ

−(yg + yb)F
T cθcϕ+ (zg + zb)F

T cθsϕ
(zg + zb)F

T sϕ+ (xg + xb)F
T cθcϕ

−(xg + xb)F
T cθsϕ− (yg + yb)F

T sθ

 (5)

C. Hydrodynamics

The hydrodynamic effects for fluids such as ocean water are
composed of elements such as the added mass matrix MA and
the damping matrix D, which are generated by the rotation of
the navigation reference frame {s} and the inertial reference
frame {n}. Therefore, to understand the dynamics of these
components, each of them will be briefly described below.

Added mass: This matrix represents the counterforce to the
AUV’s motion when it is submerged, and is proportional to
the vehicle’s acceleration. Therefore, this matrix is defined as:

−Xu̇ − a12 + a13 = Xadd

−Yv̇ − Yṙ + a12 − a23 = Yadd

−Zẇ − Zq̇ − a13 + a23 = Zadd

−Kṗ − a12 + a13 − b12 + b13 = Kadd

−Mẇ −Mq̇ + a12 − a23 + b12 − b23 =Madd

−Nv̇ −Nṙ − a13 + a23 − b13 + b23 = Nadd

(6)
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Where: a12 = (Zẇw + Zq̇q), a13 = (Yv̇v + Yṙr), a23 =
Xu̇u, b12 = (Nv̇v + Nṙr), b13 = (Mẇw +Mq̇q) and b23 =
Kṗp.

hydrodynamic damping: The motion of the AUV underwater
generates a friction due to the viscosity of the fluid. Such
a viscous force is defined as Fv = 1

2ρν
2ACD. Where ρ is

the density of the fluid, ν is the velocity of the AUV, A
the area projected onto an orthogonal plane and CD the drag
coefficient. Therefore, according to Fossen [2], this matrix is
defined as:

D =


XD 0 0 0 0 0
0 YD 0 0 0 0
0 0 ZD 0 0 0
0 0 0 KD 0 0
0 0 MDw 0 MDq 0
0 NDv 0 0 0 NDr

 (7)

Where: XD = Xu|u|u|u|, YD = Yv|v|v|v|, ZD =
Zw|w|w|w|, KD = Kp|p|p|p|, MDq = Mq|q|q|q|,MDw =
Mw|w|w|w|,NDr = Nr|r|r|r|,NDv = Nv|v|v|v|.

D. Forces and Moments of Propulsion

These forces act on the AUV and are located in such a
way that each thruster will depend on the geometry of the
vehicle, so that symmetry helps reduce the complexity of the
calculation by canceling moments. Therefore, it was decided
to establish main thrust forces defined as Tport; Tstbd, which
offer movement along the X axis. Then, thrust forces defined
as Tforeh; Tafth; Tforev and Taftv were established, which act
as stabilizers along the Y and Z axes.

τ =


1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
zp zp xpf −xpa −xpf xpa
zp zp 0 0 −xpf xpa
yp −yp xpf −xpa 0 0




Tport
Tstbd
Tforeh
Tafth
Tforev
Taftv

 (8)

III. LINEAR MODEL OF A 6DOF AUV

The nonlinear model obtained in the previous section has
sufficient complexity to capture the dynamic characteristics of
the AUV. Therefore, designing a controller for this system
has a very high degree of difficulty because most of the
terms present in the equations are nonlinear, such as the
trigonometric terms of sines and cosines in equations (1) and
(2). Therefore, to address this problem, it is chosen to make
a linear model based on the nonlinear model to design a
controller.

To design the linear system it will be assumed that the
angles ϕ, θ are small (ϕ, θ ≈ 0) where the movements in the
angles roll and pitch are limited, i.e. highly stable. This type of
approximation converts the transformation matrix JΘ(η) into
a reduced form called matrix P (ψ).

η̇ = JΘ(η)ν
ϕ=θ=0
≈ P (ψ)ν (9)

donde

Pψ :=

[
R(ψ) I3x3
I3x3 I3x3

]
(10)

and R(ψ) = Rz,ψ is the rotation matrix in yaw.
Now, due to the assumption that ϕ, θ ≈ 0, a new coordinate

system called Vehicle Parallel (VP) Coordinate System can be
established defined as ηp = PT (ψ)η. Where ηp is the NED
position and location vector expressed in {b} and P (ψ) is
given by the equation (10). Considering that PT (ψ)P (ψ) =
I6x6

A. Low Speed Applications

It is convenient to express the kinematics equations in VP
coordinates when using linear theory. Therefore, deriving ηp
gives:

η̇p = rSηp + ν (11)

where r = ψ̇ and S ∈ R6x6 is a constant matrix. Then,
for low speed applications (r ≈ 0), the equation (11) can be
reduced to six pure integrators.

η̇p ≈ ν (12)

So this model is useful because it is now linear in ν. In
fact, that is the main idea for using VP coordinates in control
designs on ships and platforms.

On the other hand, the gravitational force and the buoyant
force can also be expressed in terms of the VP coordinate
system, resulting in:

g(η)
ϕ=θ=0
≈ PT (ψ)GP (ψ)ηp︸ ︷︷ ︸

G

= Gηp (13)

Where G is defined as:

G = diag[0, 0, 0, (zgW − zbB), (zgW − zbB), 0] (14)

Thus, the result in equation (13) confirms that the restoring
forces of a level vehicle are independent of the yaw angle ψ.
Furthermore, for low speed applications (v ≈ 0) it implies that
the forces and moments in equation (2) can be linearized as
C(ν) = C(0) = 0 and D(ν) = Dν. Then it makes sense to
approximate:

Mν̇ + ���C(ν)ν︸ ︷︷ ︸
0

+ [D +���Dn(ν)]ν︸ ︷︷ ︸
Dν

+ gη︸︷︷︸
Gηp

= τtotal (15)

Where Dn(ν) is the nonlinear damping matrix due
to quadratic and higher order terms, and τtotal =
τ + τwind + τwave︸ ︷︷ ︸

w

. Then the following equations expressed

in PV are obtained:

η̇p = ν

Mν̇ +Dν+Gηp = τ + w
(16)

This is the linear and time-invariant state-space model.

ẋ = Ax + Bu + Ew (17)
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where x = [ηTp , ν
T ]T , u = τ and

A =

[
0 I

−M−1G −M−1D

]
, B =

[
0

M−1

]
, E =

[
0

M−1

]
(18)

Considering that the NED positions are calculated from ηp
using:

η = P (ψ)ηp (19)

Therefore, the control system can be based on feedback
from the states (ηp, ν) while η is presented to be the human
operator in use.

B. States of Convergence
A linear model is obtained from a convergence state, which

can be local or global and is obtained from the non-linear
model. Therefore, from the equation (1) and (2) we can obtain
the convergence states of the AUV:

η̇∗ = JΘ(η
∗)v∗

v̇∗ =M−1(−C(v∗)v∗ −D(v∗)v∗ − g(η∗) + τ∗)
(20)

Where η̇∗ = 0, v̇∗ = 0 must be satisfied. Then, considering
that for low speed applications ν∗ ≈ 0 and that the system is
neutral in buoyancy W = B, g(η∗) can be reduced to:

g(η) = −


0
0
0

(zgW − zbB) cos(θ) sin(ϕ)
(zgW − zbB) sin(θ)

0

 (21)

Furthermore, the matrices C(ν),D(ν) can be simplified by
considering again that the AUV will have a displacement
parallel to the coordinate system (VP), thus obtaining an
approximation of g(η∗) ≈ Gη∗. Likewise, it must also be
considered that τ∗ = 0. Therefore, neglecting the elements
that must be cancelled in the equations of the system, we
obtain:

0 = JΘ(η
∗)v∗

0 =M−1(−����C(0)v∗ −����D(0)v∗ −Gη∗ +��τ∗)
(22)

Expanding the above equations, we can obtain four main
equations, while in any other case it is zero:

0 = u∗ cos(ψ∗)− v∗ sin(ψ∗)

0 = u∗ sin(ψ∗) + v∗ cos(ψ∗)

0 =

(
1

Ixx −Kṗ

)
[−(zGW − zbB)ϕ∗]

0 =

(
1

Iyy −Kq̇

)
[−(zGW − zbB)θ∗]

(23)

Therefore, after performing simple algebraic calculations,
we can obtain the following points of convergence:

[η∗, ν∗] = [x∗, y∗, z∗, 0, 0, 0, 0, 0, 0, 0, 0, 0]T

[η∗, ν∗] = [x∗, y∗, z∗, 0, 0, π/2, 0, 0, 0, 0, 0, 0]T

[η∗, ν∗] = [x∗, y∗, z∗, 0, 0,−π/2, 0, 0, 0, 0, 0, 0]T

[η∗, ν∗] = [x∗, y∗, z∗, 0, 0, π, 0, 0, 0, 0, 0, 0]T

(24)

IV. CONTROLLER DESIGN

From the convergence states obtained in section IV, we can
establish a linear subsystem in each of them. Furthermore,
considering that there are parameters that change over time,
such as the case of hydrodynamic parameters, the design
must require a control strategy that can switch between the
different convergence states in a smooth manner, while on the
other hand there is the need for it to be able to adapt to the
time-dependent variables, in order to asymptotically travel the
desired trajectory and at the same time be a robust design
against disturbances and noise. Therefore, it was chosen to
design a model-adaptive fuzzy controller (MRAFC) capable of
meeting the aforementioned requirements. In this section, the
final equations of the MRAFC controller will be mentioned
because it is widely developed in [24], [25]. In order to
compare the performance of the MRAFC controller, additional
controllers were designed such as the linear quadratic regulator
(LQR) and the model-adaptive controller (MARC).

A. LQR Controller

This controller is derived from the optimal control theory,
which is based on obtaining a control law such that the
following cost function is minimized:

J =

∫ ∞

0

(xTQx+ uTRu) (25)

Where Q and R are weight matrices associated with each
of the input and output variables in the equation (25).

Therefore, for the design the linearized system obtained in
section IV is used such that:

ˆ̇x = Ax̂+Bû, û = −Kx̂ (26)

Where K is the controller gain matrix, x̂ is defined as (x−
x∗) whose vector x∗ is the convergence vector of the system
state vector x and û is defined as (u − u∗) where u∗ is the
convergence vector of the input vector u.

B. MRAC Controller

The MRAC controller chooses the control law such that the
closed-loop plant transfer function is equal to the reference
model, ensuring that the plant output yp follows the model
output ym and that the error tends to zero. Next, a matching
law is chosen based on a feedback only to the plant, using an
offset defined by the transfer function matrix Rp:

ṡp(t) = Assp(t) +Bsup(t)

rp(t) = Dssp(t)
(27)

The increased output to control then is:

zp(t) = yp(t) + rp(t) (28)

The augmented system is:

Ga(s) = Gp(s) +Rp(s) (29)

where Ga(s) is ASPR whenever:
• Rp(s) is such that the relative degree of Ga(s) is m.
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• R−1
p (s) stabilizes the closed-loop output feedback system

with the transfer function [I +Gp(s)R
−1
p (s)]−1Gp(s).

By sizing the plant with a feedforward compensator Rp(s),
which satisfies the above conditions, and having a minimum
a priori knowledge, a stability configuration can be designed.
That is, if a plant is stabilized by a PD controller R−1

p (s) =
K(1 + s

so
), all that is needed is the estimate of the highest

gain K = Kmax that maintains stability. Such that:

Rp(s) =
K−1
max
s
so

(30)

For any general stabilization configuration, it is important
to find the highest gain that maintains stability. That way,
R−1
p (s) has a small gain, and the output rp(t) will remain

small relative to the plant output yp(t). Through the addition
of Rp(s) one can improve the stabilization properties of the
adaptive system, so it is desired that the increased output zp(t)
remain approximately equal to the plant output yp(t).

C. MRAFC Controller

Considering that some plant parameters are unknown and
the objective of the design is to formulate a control law, as
well as an adaptation law for the time-varying parameters,
so that the plant output follows the reference signal ensuring
stability, it will be necessary to use mathematical tools such
as Lyapunov theories and apply the Takagi-Sugeno model.

1) Takagi-Sugeno model: This model is described by fuzzy
IF-THEN rules as:

Ri : If x1(t) is M i
1 and . . . and xn(t) is M i

n

then x(t) = Aix(t) +Biu(t)

u(t) = −Ki x(t)

(31)

Where the vector xT (t) = [x1(t), x2(t), . . . , xn(t)] and the
vector uT (t) = [u1(t), u2(t), . . . , un(t)]. Now given a pair of
inputs (x(t), u(t)), the closed-loop fuzzy control system can
be constructed as:

ẋ(t) =

l∑
i=1

l∑
j=1

wi(t) wj(t){Ai −Bi Kj}x(t)

l∑
i=1

l∑
j=1

wi(t)wj (t)

(32)

Where wi(t) =

n∏
j=1

M i
j(xj(t)), and M i

j(xj(t)) is the

membership degree of xj(t) in M i
j .

While, in a similar process a T-S model can be established
for the reference model defined as:

ẋm =

l∑
i=1

l∑
j=1

wi(x) µj(x){(Am)ij xm + (Bm)ij r}

l∑
i=1

l∑
j=1

wi(x) µj (x)

(33)

Where x ∈ Rn is the state vector, Ai ∈ Rnxn, Bi ∈ Rnxq

(i) (i = 1, 2, . . . , l) are known matrices and (Ai, Bi) are

controllable. The control objective is to choose an input vector
u ∈ Rq such that x follows xm of the reference model.

Considering that the matrices Ai, Bi are known, therefore,
it is possible to propose the following control law:

u =

l∑
j=1

µj(x)(−Kj(t) x+ Lj(t) r)/

l∑
i=1

µj(x) (34)

So, for the control law (34) to satisfy the control objective
it is necessary that the matrices Kj and Lj have sufficient
structural flexibility.

2) Adaptive Law: In order to derive the adaptive law, the
equations of the nonlinear model and the reference model
must first be expressed in terms of the tracking error, which
is defined as e ∼= x− xm and taking into account the identity
Bi = (Bm)ijL

∗−1
j , we obtain:

ė =

l∑
i=1

l∑
j=1

wi(x) µj(x)(Am)ij

l∑
i=1

l∑
j=1

wi(x) µj(x)

e

+

l∑
i=1

l∑
j=1

wi(x) µj(x)(Bm)ijL
∗−1
j (−K̃j x+ L̃j r)

l∑
i=1

l∑
j=1

wi(x) µj(x)

(35)

Where K̃j = Kj(t) − K∗
j and L̃j = Lj(t) − L∗

j . Then,
we can assume that L∗

j can be a positive definite or negative
definite matrix. Such that, it is possible to define Γ−1

j =
L∗
jsgn(lj), where lj = −1 if L∗

j is negative definite. Then an
adaptive law is derived to update the control parameters K∗

j ,
L∗
j . Therefore, the following candidate Lyapunov function is

proposed:

V (e, K̃j , L̃j) = eTPe+

l∑
i=1

tr(K̃T
j ΓjK̃j + L̃Tj ΓjL̃j) (36)

Where P = PT > 0 is a common positive definite matrix
of the Lyapunov equation (Am)TijP+P (Am)ij < −Qij for all
Qij = QTij > 0 (i = 1, . . . , l) whose existence is a guarantee
to assume the stability of Am. Therefore, the obvious choice
of an adaptive law that makes V̇ negative is:

˙̃
Kj = K̇j(t) =

l∑
i=1

l∑
j=1

wi(x)µj(x)(Bm)Tijsgn(lj)

l∑
i=1

l∑
j=1

wi(x)µj(x)

PexT

(37)

˙̃
Lj = L̇j(t) = −

l∑
i=1

l∑
j=1

wi(x)µj(x)(Bm)Tijsgn(lj)

l∑
i=1

l∑
j=1

wi(x)µj(x)

PerT

(38)
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3) Linear matrix inequality: A fundamental part of the
MRAFC controller design is to be able to compute the positive
definite matrix P in equations (37) and (38). Therefore, this
problem becomes finding a matrix such that it satisfies the
Lyapunov stability condition on all linear subsystems of the
AUV. This then becomes developing numerical optimization
problems also known as LMIs problems, whose most efficient
development method is the interior point method. Such that,
we can define a linear matrix inequality (LMIs) as:

F (x) = F0 +

m∑
i=1

xiFi > 0 (39)

Where xT = (x1, x2, . . . , xm) is the variable to be deter-
mined and the symmetric matrices Fi = FTi ∈ Rnxn, 0 ≤ i ≤
m. The inequality symbol given in equation (39) means that
F (x) is positive definite, that is, vTF (x)v < 0 for all v ∈ Rn
nonzero. The equation (39) is a convex restriction on x, that
is, the set {x | F (x) > 0} is convex.

Now considering the following closed-loop linear system:

ẋ = Ax+Bu, u = −Fx (40)

Where Bi ∈ Rnxm, u ∈ Rm and the feedback gain F ∈
Rmxn. Then, we can make use of the stability condition for
continuous time systems which is given by:

ATP − FTBTP + PA− PBF < 0, P > 0 (41)

As shown, the above inequality is not considered an LMI
condition for matrices P and F. In order for it to be converted to
an LMI condition, it must be multiplied on both sides by X =
P−1 and establish that M = FX , with which this inequality
becomes:

XAT −MTBT +AX −BM < 0, X > 0 (42)

Hence, the inequality (42) becomes an LMI condition for
matrices X and M . Matrices P and F can be computed from
P = X−1 and F =MX−1, where X−1 represents the inverse
of X . Then the following LMIs can be obtained:

−XATi −AiX +MT
i B

T
i +BiMi < 0

−XATi −AiX −XATj −AjX +MT
j B

T
i +BiMj

+MT
i B

T
j +BjMi < 0

(43)

V. SIMULATION RESULTS

Now, focused on testing the nonlinear model of the 6DOF
AUV obtained in section III, our objective will be to apply
the MRAFC control law developed in section V and compare
the results obtained with the LQR and MRAC test controllers.
Therefore, in order to do this, it is necessary to develop a
simulation of the dynamic behavior of both the nonlinear
system and the MRAFC controller using MATLAB software.

This simulation is composed of two sections. The first
section is dedicated to the analysis of the dynamic behavior of
the AUV in the regulation stage, establishing certain values in
the state vector η, until reaching convergence and stability at
these desired values. While the next section will show results
regarding the tracking stage, dedicated to trajectory tracking.

Algorithm 1 LMI conditions algorithm
1: The non-linear system of an AUV is considered in vector form as:

η̇ = JΘ(η)v
Mv̇ + C(v)v +D(v)v + g(η) + g0 = τ + τwind + τwave

2: The convergence points of the nonlinear system are obtained η →
η∗, ν → ν∗, τ → τ∗, Considering that η̇∗ → 0, ν̇∗ → 0. Therefore,
the system takes the following form:
0 = JΘ(η∗)v∗

0 = M−1(−C(v∗)v∗ −D(v∗)v∗ − g(η∗) + τ∗)

3: Then, the Takagi-Sugeno linear model is obtained for each of the
convergence points previously obtained:∑

x(t) = Aix(t) +Biu(t)

4: To ensure the stability of the linear system, the following conditions
must be met:
ATP − FTBTP + PA− PBF < 0, P > 0

5: However, it is not considered an LMI condition, so a conversion must
be done using:
X = P−1 and M = FX

6: with which this inequality becomes:
XAT −MTBT +AX −BM < 0, X > 0

7: To develop the previous inequality, the variables will be defined with the
following dimensions:
Q← lmivar(size(A1, 1))
M1,M2,M3,M4← lmivar(size[6 12])

8: The LMI can be divided into three groups of inequalities.The first group
is made up of matrices A and B of each point of convergence and which
will be evaluated with variables Q and M.
A1X +XAT

1 +B1M1 +MT
1 BT

1 ← lmiterm(Q,A1,M1, B1)

A2X +XAT
2 +B2M2 +MT

2 BT
2 ← lmiterm(Q,A2,M2, B2)

A3X +XAT
3 +B3M3 +MT

3 BT
3 ← lmiterm(Q,A3,M3, B3)

A4X +XAT
4 +B13M4 +MT

4 BT
4 ← lmiterm(Q,A4,M4, B4)

9: The second group is made up of the combination of matrices A and B
of convergence points 1 - 2, which will be evaluated with the variables
M1, M2 and Q.
A1X +XAT

1 +A2X +XAT
2 ← lmiterm(Q,A1, A2)

B1M2+MT
2 BT

1 +B2M1+MT
1 BT

2 ← lmiterm(M2,M2, B1, B2)
10: The third group is made up of the combination of matrices A and B of

convergence points 3 - 4, which will be evaluated with the variables M3,
M4 and Q.
A3X +XAT

3 +A4X +XAT
4 ← lmiterm(Q,A3, A4)

B3M4+MT
4 BT

3 +B4M3+MT
3 BT

4 ← lmiterm(M3,M4, B3, B4)
11: Then, a solution is obtained for xfeas

[tmin, xfeas]← feasp(lmisys)

12: Get value of Q,Mi

Qopt,Mopti ← dec2mat(xfeas,Q,Mi)

13: Finally, calculate the matrix P y Fi

P ← inv(Qopt); Fi ←Mopti ∗ P

A. Regulation

For this regulation stage, we evaluate the convergence of the
state vector η and the output vector u at three given values.
Where, the following values have been chosen:

• η1 = [x1, y1, z1, ϕ1, θ1, ψ1] = [2,−2, 1, 0o, 0o, 180o].
• η2 = [x2, y2, z2, ϕ2, θ2, ψ2] = [1.2,−1.2, 2, 0o, 0o, 180o].
• η3 = [x3, y3, z3, ϕ3, θ3, ψ3] = [0.6, 0.8, 3, 0o, 0o, 110o].
These values have been chosen in such a way that in the

first two items η1 and η2 the controllers LQR, MRAC and
MRAFC are within their usual working range or as close
to their equilibrium state as possible, so it is expected that
all of them control and converge the system at the proposed
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Fig. 1. Time response of the state vector η in the regulation
stage, showing the dynamics of the AUV when convergence values
η1, η2, η3 move away from the equilibrium state of the origin.

values. While the last item η3 was determined to be far from
its equilibrium state.

The left side of Fig. 1 shows the time response of the
position vector where we can observe that the AUV converges
correctly in the time range t = [0, 84]. While in the remaining
time, the inestability starts for the LQR and MRAC controllers,
while MRAFC maintains the convergence at the desired value.

Considering the initial position of the AUV at η0 =
[2.5,−2.5, 0, 0o, 0o, 180o], we have an average settling time
in the interval t = [0, 42] of 14s with respect to the variable
x, 20s for the variable y and 30s for the variable z. Then, in
the interval, t = [42, 84], a time of 20s for x, 20s for y and
35s for z is observed. While in the remaining time, only one
controller converges, MRAFC, with values of 15s for x, 20s
for y and 12s for z. Where we can notice that the higher the
step height, the longer the settling time.

Another feature to notice is the undershoot, with a higher
value in the variable z of the MARC controller, reaching
around 90% of the step signal height in the interval t = [0, 42],
while in the interval t = [42, 84] it manages to reach 75% of
the step height. On the other hand, the responses of the LQR
and MRAFC controllers show a lower value, highlighting the
MRAFC controller, which reaches on average 20% in x, 3%
in y and 3% in z.

Next on the right side of Fig. 1 is the orientation vector,
where we can observe in the interval t = [0, 84] that the
variable pitch of the MRAFC controller has peaks of 18o,
being higher than LQR and MRAC. This is due to the
stepped descent and the rapid action of the controller to
stabilize the system producing high peaks. While, in the
interval t = [84, 125] it shows a sinusoidal instability in the
variables roll and Yaw in MRAC, but with convergence in
LQR and MRAFC. The only variable that converges in the
three controllers is the variable pitch.

Then, in Fig. 2 the output vector u is observed, whose
chattering effect on the signals is the most predominant, being
LQR and MRAC the ones that cause this effect the most,
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Fig. 2. Time response of the output vector u in the regulation stage,
showing the behavior of the thrusters at each of the convergence
values η1, η2, η3.

generating a sudden and rapid change between the established
saturation levels. Also, it can be noticed in MRAFC that the
signals are smoother and more continuous in response to the
step signal to which it was subjected, even in the interval
t = [84, 125], where a more unstable signal was expected
and on the contrary responses with minimal and convergent
oscillations were obtained.

B. Follow-up

The next step is to perform tests in the tracking phase, where
now the input reference in the controllers is a user-defined
trajectory. Therefore, for this purpose, it was decided to define
a spiral trajectory generated with the algorithm established in
section V, with a radius of r = 2.5m and a depth of h = 10m.

This test is divided into three sections. First, to describe the
behavior of the system when it is not subject to disturbances
(an ideal environment). Second, when it is subject to an exter-
nal force as a disturbance, the disturbance being a sinusoidal
signal in the form of a wave with a height of 40cm. And
finally an analysis when it is subjected to constant noise.

1) Ideal conditions scenario: On the left side of Fig. 3 we
have the position vector, where it is observed that the LQR
signals control the system until time t = 30s, and then start a
stage of instability. As could be seen in the previous section,
when the controller moves away from its equilibrium state for
which it was designed, it begins to generate instability. On the
contrary, the MRAC and MRAFC controllers remain stable
until the end of the travel.

On the right side of Fig. 3 the orientation vector is shown,
where it is observed that the LQR begins a stage of instability
from time t = 30s in roll, where we can notice that at the
end of the path the AUV converges again to the trajectory,
this is because it approaches the original equilibrium point. In
addition, it is noted that the variable pitch generates a steady-
state tracking error in MRAFC mainly due to the linearization
process of the nonlinear model, which can be attenuated by
adding a PID controller.
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Fig. 3. Time response of the state vector η showing the dynamics of
the AUV when traveling the spiral trajectory in the ideal conditions
scenario. A convergent trajectory is observed for the MRAC and
MRAFC controllers, while the LQR controller presents instability
from time t = 35.
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Fig. 4. Time response of the output vector u during the spiral
trajectory in the ideal conditions scenario. Converging signals are
observed throughout the entire trajectory when using the MRAFC
controller, while in the MRAC controller a chattering effect is
observed in the final part of the trajectory without causing instability
in the AUV. On the contrary, total instability is observed when using
the LQR controller.

The output vector u is shown in Fig. 4, with the chattering
effect in LQR, while in MRAC it only presents this effect at
the end of the path. In contrast, the response in MRAFC is
smooth and continuous, presenting greater oscillation in the
signals of the thrusters Tport and Tstbd.

An overview of the track is shown in Fig. 5. It can be noted
that MRAC and MRAFC are the best at tracking the trajectory
when the AUV is not subject to perturbations. Even under ideal
conditions, the controllers must overcome the problem of the
AUV’s dynamic complexity and smoothly transition between
linear subsystems, considering that they must generate a con-

Fig. 5. 3D graph of the AUV’s spiral trajectory under an ideal
conditions scenario which does not present external disturbances or
readings altered by inherent noise from the environment.
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Fig. 6. Evolution over time of the tracking errors of the variable η.
Highlighting the largest error in the LQR controller because during
the trajectory the AUV moves away from the equilibrium point of
the origin causing instability in the system.

tinuous control law without causing damage to the thrusters.
Fig. 6 shows the evolution of errors in the variable η, observ-

ing a greater error in LQR due to the instability of the AUV.
This is also confirmed by Table I, which gathers information
on the ERMS performance indices of the controllers.

Furthermore, it can be verified that the lowest index is
obtained by MRAC, followed by MRAFC and LQR. With
this, the following sequence MRAC > MRAFC > LQR
can be obtained.

2) External Disturbance Scenario: In this test, a distur-
bance was designed to simulate a wave of height of 40cm
based on the equation τext = f cos(ωt). Saturated in the
interval t = [10, 20] to generate only one impulse. Considering
that this disturbance is in the optimal working range for the
controllers, it was decided to choose the beginning of the path
which is closest to the initial equilibrium state and in this way
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TABLE I
VARIABLE RMS ERROR η IN IDEAL CONDITIONS

SCENARIO

LQR MRAC MRAFC
x 0.6112 0.2494× 10−3 0.0654
y 1.6412 0.1624× 10−3 0.0625
z 0.0115 0.2831× 10−3 0.0793
ϕ 0.0104 0.0062× 10−3 0.0012
θ 0.0025 0.0205× 10−3 0.0118
ψ 1.5238 0.0745× 10−3 0.0396
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Fig. 7. Time response of the state vector η showing the dynamics
of the AUV when traveling the spiral trajectory in the external dis-
turbance scenario. Observing a convergent path only in the MRAFC
controller, however now instability can be observed in the MARC
and LQR controllers exactly after applying the external perturbation
at time t = 10.

can correctly affect the LQR controller.
The left side of Fig. 7 shows the response of the position

vector to a perturbation, where we can observe that the only
controller capable of following the trajectory is MRAFC.
Furthermore, the variables x and y of LQR and MRAC are
unstable after the start of the perturbation, while z manages to
converge to its reference trajectory. On the right side of Fig. 7
the orientation vector is shown, where the variables roll and
yaw of MRAC are the most unstable, reaching angles of 200o

in roll and 500o in yaw, while the variable pitch increases
slowly with a maximum peak at the time of the perturbation
of 4o.

Fig. 8 shows the response of the vector u to a disturbance,
observing an immediate response by raising the signal to
the maximum to control the system. However, in LQR and
MRAC this action is not enough, so they end up producing the
chattering effect. While in MRAFC you can better appreciate
the way of controlling and stabilizing where their signals
converge, being smooth and continuous capable of being
applied to the thrusters without causing future damage.

In Fig. 9, it is observed that the effect of the disturbance
generates greater instability in the MRAC controller, however
the LQR controller also suffers from instability, losing the
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Fig. 8. Time response of the output vector u during the spiral path in
the external perturbation scenario. Observing convergent signals only
when using the MRAFC controller, while in the MRAC and LQR
controllers the signals oscillate between saturation values causing
again the chattering effect generating the instability.

Fig. 9. 3D graph of the AUV spiral path under an external perturba-
tion scenario which represents an environment exposed to 40cm high
waves.

course of the trajectory. On the contrary, the MRAFC con-
troller converges to the desired trajectory. In Fig. 10 the evo-
lution of the tracking error can be observed, confirming what
was previously indicated, visualizing sinusoidal oscillations or
simply divergences in the variables. In addition, to quantita-
tively support the results obtained, Table II is shown, whose
data are obtained based on the ERMS performance indicator,
identifying a greater error in MRAC and a smaller error in
MRAFC. Obtaining a new order based on performance, such
that MRAFC > LQR > MRAC.

As a final part of the scenario, the AUV stability limits
were evaluated. Therefore, considering the previous results
of the LQR and MRAC controllers, new perturbation limits
were established only for the MRAFC controller, τext = 1.0m
and τext = 1.2m, whose results are shown in Fig. 11. From
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Fig. 10. Evolution over time of the tracking errors of the variable η.
Considering that the 40cm high perturbation now causes instability
in two controllers MRAC and LQR. Observing that the largest error
is generated by the MRAC controller.

TABLE II
VARIABLE RMS ERROR η IN A DISTURBED SCENARIO

LQR MRAC MRAFC
x 0.6822 5.4224 0.0654
y 1.9137 2.6114 0.0636
z 0.0115 0.0012 0.0793
ϕ 0.0906 1.2548 0.0866
θ 0.0024 0.0108 0.0117
ψ 1.8175 3.7446 0.0403
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Fig. 11. Top view of the AUV in the external disturbance scenario.
The upper graph shows temporal instability of the AUV for the value
of τext = 1.0m, while the lower graph shows total instability for the
value of τext = 1.2m

which we can observe that for a perturbation of 1.0m the AUV
slightly leaves the trajectory but can recover the course and
complete the route, while if the perturbation increases to 1.2m
the system becomes unstable.
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Fig. 12. Time response of the state vector η showing the dynamics
of the AUV when traveling the spiral path in the noise scenario. A
convergent path can be observed only in the MRAFC controllers,
while the MARC and LQR controllers show instability again.

3) Noise scenario: In this section, the response of the
AUV when it is subjected to a noisy environment. First,
it was decided to generate the noise using the equation
noise = k∗randn(n, 1), where the function randn() generates
random numbers with a normal distribution and the variable
k acts as the amplitude of the noise signal.

On the left side of Fig. 12 is the position vector, observing
that the MRAC is more affected by noise generating the
instability of the AUV. While LQR and MRAFC generate
smooth and continuous signals, but only MRAFC manages to
converge on the trajectory. Then, on the right side of Fig. 12 is
the orientation vector, observing oscillating signals in MRAC
reaching angles of 200o in ϕ , 400o in θ and −400o in ψ.
On the contrary, the signals generated by MRAFC converge
asymptotically.

In Fig. 13, we can see the importance of the control signals
generated in the thrusters for this effect to be shown in the
state vector. That is, all the noise is cancelled in the orientation
and position signals because the thrusters act in such a way
that they generate stability in the AUV system. This can be
observed in the MRAFC controller signals which are now not
smooth and continuous but remain stable over time, and have
minimal oscillation so it can be expected that it will not have
negative effects on the useful life of the thrusters.

In Fig. 14, we notice that LQR and MRAC controllers
are unstable, while MRAFC converges. However, we notice
that the MRAC controller’s trajectory absorbs all the noise
effect, unlike the optimal control-based LQR and MRAFC
controllers, whose trajectory signal is smooth. This is also
reflected in the evolution of the tracking errors as shown in
Fig. 15. Therefore, to quantitatively support the results, we
have the information of the performance indices in Table III.

The new performance order for when the system is exposed
to noise is given as MRAFC > LQR > MRAC.

The previous results were done using a value of k = 0.15,
so to evaluate the limits of the MRAFC controller new values
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Fig. 13. Time response of the output vector u during the spiral path in
the noise scenario. Highlighting the signal of the MRAFC controller
which seems to have absorbed all the noise in order to stabilize
the state vector of the AUV. While the MRAC and LQR controllers
oscillate between saturation values.

Fig. 14. 3D graph of the AUV’s spiral path under a noise scenario
representing a natural environment in the ocean.

TABLE III
VARIABLE RMS ERROR η IN NOISE SCENARIO

LQR MRAC MRAFC
x 2.4640 2.1738 0.0662
y 1.8176 1.5721 0.0632
z 0.0120 0.3454 0.0817
ϕ 0.0364 0.7798 0.0101
θ 0.0052 1.5810 0.0121
ψ 2.0196 2.0267 0.0399

are considered, k = 0.7 and k = 1.0, whose results are shown
in Fig. 16. Then, from the graph at the top corresponding
to k = 0.7 we can observe that the AUV has sections
where it moves away from the path caused by the increase
in the noise amplitude to 70%, while if we consider the
total amplitude obtained from the function randn() the system

0 50 100 150

-2

0

2

x
[m

]

Error x(m)

lqr mrac mrafc

0 50 100 150

-4

-2

0

2

y
[m

]

Error y(m)

0 50 100 150

time[s]

-2

0

2

z
[m

]

Error z(m)

0 50 100 150

-1

0

1

[d
e
g

]

Error Roll (degrees)

0 50 100 150
-5

0

5

[d
e
g

]

Error Pitch (degrees)

0 50 100 150

time[s]

-5

0

5

[d
e
g

]

Error Yaw (degrees)

Fig. 15. Evolution over time of the tracking errors of the variable η.
Highlighting the largest error in the LQR controller because during
the trajectory the AUV moves away from the equilibrium point of
the origin causing instability in the system.
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Fig. 16. Top view of the AUV in the noise scenario. The top graph
shows the partial instability of the AUV when k = 0.7, while the
bottom graph shows the total instability for the value of k = 1.0

becomes unstable.

VI. CONCLUDING REMARKS

In this research work, a robust MRAFC controller applied
to a 6DOF AUV was designed to follow specific trajecto-
ries. A mathematical model was developed for the nonlinear
AUV system, considering uncertain system parameters and
the dynamic complexity of the ocean. Also, an MRAFC
controller based on the Takagi-Sugeno MIMO type technique
was developed, which adjusts the parameters of the control law
based on the nonlinear Lyapunov control theory and numerical
optimization calculation of LMIs, which ensure the desired
navigation route. In addition, a comparative analysis was
carried out between the MRAFC controller and conventional
controllers such as LQR and MARC, using quantitative tables
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of performance indices, resulting in the MRAFC controller
being superior in the presence of disturbances and noise.
Therefore, it is concluded from the results of this simulation
that the MRAC controller is able to converge, follow the
desired trajectory and establish the minimum tracking error
under adverse conditions. Therefore, the next step will be
to implement the MRAFC controller in a underwater robot
implemented at the Advanced Control Laboratory of the
PUCP.
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[5] M. Balcazar, Gustavo Pérez-Zuñiga and Francisco Cuellar, “Design
and Simulation of a Model Predictive Control System Navigation of
a Drone in Confined Spaces,” International Conference on Artificial
Intelligence, Computer, Data Sciences and Applications (ACDSA), 2024.
DOI:10.1109/ISIE.2011.5984510.

[6] F. Hidalgo and Jose Mendoza and Francisco Cuéllar, “ROV-based ac-
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