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    Abstract—A simulation strategy that enables data transmission 

between the modeled components of a Smart Grid is proposed in 

this paper. The proposed simulation strategy, referred to as the 

connectivity strategy, enables the integration of a physical 

communication network into Smart Grids simulations. The 

connectivity strategy comprises three steps: selection of Smart 

Grids functionality, data transmission over a TCP/IP network, 

and connectivity strategy evaluation. Each step is described to 

ensure transparency and reproducibility in Smart Grid 

simulations, addressing the limitations associated with the lack of 

specifications when a communication network is implemented 

into power systems simulations. Furthermore, a Hardware-in-

the-loop (HIL) approach is presented for developing and 

evaluating the proposed connectivity strategy using the HIL 

technique. Through this approach, the strategy is validated by 

establishing the communication between simulation and 

embedded systems via a physical Ethernet network. In a case 

study, the use of the connectivity strategy to simulate a 

distribution system automation (DA) functionality is 

demonstrated. This simulation allows the evaluation of protection 

schemes in a Smart Grid using MATLAB/Simulink and a Texas 

Instruments development kit. Results show that the proposed 

connectivity strategy could estimate the communication delays 

for different simulation scenarios. 
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I. INTRODUCTION 

mart Grids offer a range of benefits, including 

flattening out peak demand, improving power quality 

and reliability, and reducing greenhouse emissions [1]. 

To achieve these benefits, Smart Grids facilitate the 

integration of modern communication and information 

technologies into traditional power systems [2]. These modern 

technologies allow power systems to have new functionalities, 

such as Advanced Metering Infrastructure (AMI), Distribution 

System Automation (DA), and Distributed Energy Resources 

(DER) support, among others [3]–[5]. 

A Smart Grid introduces new operational scenarios 

compared to traditional power systems, influenced by 

communication networks. Consequently, the behavior of 

Smart Grid components responsible for monitoring, 

protection, and control operations can be significantly affected 

by data transmission and their interactions with other 

components. Recognizing this, traditional simulation tools 

may not adequately model the behavior of these new power 

systems. Hence, the development of simulation strategies to 

evaluate Smart Grid component models and their interactions 

is necessary [6], [7]. 

Previous research works have addressed this challenge 

through the implementation of Smart Grid models employing 

different simulation strategies. These strategies include 

building Smart Grid models within a single simulation tool 

[8]–[10], utilizing co-simulation [11]–[13], and HIL 

(Hardware-in-the-Loop) techniques [14]–[17]. However, some 

limitations have been identified. Models implemented within a 

single simulation tool may lack the inclusion of 

communication networks or power system specifications. 

Additionally, there is a tendency observed in the 

implementation of communication networks as black boxes. 

To fill the gap, this paper proposes a simulation strategy–

the connectivity strategy, to allow data transmission between 

different Smart Grids components through a physical Ethernet 

communication network. The connectivity strategy has a 

series of structured steps. It provides detailed specifications 

for the communication network, which can be integrated into 

the simulations of power systems. By applying the proposed 

connectivity strategy, delays associated with integrating a 

communication network into Smart Grid models can be 

identified. Such delays reflect the real-world situation where 

the communication network takes time to transfer the 

measured data and control signals. 

This paper is a substantially expanded follow-up of the 

previous research work of the authors [18]. In the previous 

work, an electrical power system was built in 

MATLAB/Simulink® in one computer, and a protection 

scheme controller was simulated in another computer. An 

earlier version of the connectivity strategy was used for the 

communication between the controller and the power system 

models between the two computers. In addition to the previous 

research work, in this paper, the protection scheme controller 

was modeled in a Texas Instruments® development kit while 

the power system was simulated in MATLAB/Simulink®. The 

newly proposed connectivity strategy enables communication 

between the embedded system and the simulation software. 

In this paper, a case study of a Smart Grid was implemented 

based on the modified IEEE 34-bus distribution system. The 
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proposed connectivity strategy was adopted in the Smart Grid 

model to evaluate an adaptive protection scheme. The real-

time communication between the Smart Grid components was 

realized through a physical Ethernet network. Further, a HIL 

approach, which includes hardware components in the 

simulation environment, was employed to evaluate the 

effectiveness of the proposed connectivity strategy. 

The rest of the paper is organized as follows: section II 

describes the proposed connectivity strategy. Section III 

discusses the application of the proposed strategy. Section IV 

shows the case study. Finally, we conclude the paper and 

propose future work in section V. 

II. CONNECTIVITY STRATEGY PROPOSAL 

This section presents the proposed simulation 

methodology–the connectivity strategy. This strategy allows 

the simulation of Smart Grids models to include a physical 

communication network. The connectivity strategy has three 

steps: selection of Smart Grids functionality, data transmission 

over a TCP/IP network, and connectivity strategy evaluation. 

A. Step 1: selection of Smart Grids functionality 

In this paper, the DA functionality in Smart Grids is chosen 

for its impact on enhancing service continuity and quality [4], 

[19]. This Smart Grid functionality requires components for 

monitoring, control, and protection operations, which are 

typically facilitated through Intelligent Electronic Devices 

(IEDs) [20]. Additionally, a Local Control Center (LCC) is 

selected to make decisions based on the data provided by these 

IEDs 

1) Monitoring IED 

The monitoring IED calculates the RMS current of the 

three-phase power systems using the method proposed by 

Buchholz [21]: 

, (1) 

where IRMS_3F is the RMS current of the three-phase power 

system; ia(t), ib(t), and ic(t) are the currents of each conductor; 

and T0 is the period. 

2) Protection IED 

This Smart Grid component is modeled as a digital relay 

that has different protection functions and it has been 

developed by the Power Quality and Power Electronics 

Research Group (GICEP) and the Transmission and 

Distribution Network Research Group (GREDyP) [22]. In this 

paper, the 50/51 overcurrent inverse time and instantaneous 

protection function with communication was selected. Its 

settings can be updated based on data received from other 

components in the electrical power system. 

For the overcurrent protection, or 51, the tripping time t(I), 

in seconds is based on the IEEE C37.112-1996 standard [23] 

and calculated in equation (2). 

 , (2) 

where Ien is the current at the connection point with the 

distribution line; Ip is the pickup current; A, B, and P are the 

constants defined according to the tripping time curve used. A 

multiplier tesc can be used for the new trip time with delay: t(I) 

* tesc.  

For the instantaneous protection function, or 50, the trip time 

is directly given as an input: tins; and ESCins, which 

corresponds to the scale of the adjustment current in terms of 

Ip. 

The output of the IED device is the binary tripping signal. 

When the fault duration exceeds t(I) or tins, a value of 0 is 

given and the switch is opened. Otherwise, the value is 1 and 

the switch remains closed.  

3) Local Control Center 

A local control center (LCC) makes the decisions in the 

distribution system of a Smart Grid through its interaction with 

the IEDs. The LCC can dynamically update the setup 

parameters of the protection IEDs when the topology of the 

Smart Grid changes, as proposed by the authors in [24]–[28].  

The specific LCC algorithm used in the case study for this 

paper will be further discussed in subsequent sections. 

B. Step 2: Data Transmission over a TCP/IP Network 

The Smart Grid model has components for monitoring, 

control, and protection operations. Those components are 

deployed in different end devices and should be able to 

communicate among themselves. The communication 

architecture for data transmission among the end devices is 

described in this section. Ethernet is selected for the testing in 

this paper as it is one of the most common ways of 

communication.  Ethernet is compatible with the protocols of 

the TCP/IP model. 

1) Algorithms for Data Reception and Transmission 

An interface is required to make the interconnection 

between the Smart Grid model and the actual communication 

infrastructure. The flow chart of the algorithm for sending and 

receiving data is shown in Fig. 1. The Smart Grid components, 

deployed in different end devices, can send or receive data 

through the interfaces. When any Smart Grid component 

requires sending or receiving data, the simulation will be 

interrupted, awaiting the completion of data transmission, with 

a default timeout of up to 1 second. This interruption is 

proposed for single-threaded power systems simulations. 

2) Communication Architecture 

Two different end devices communicate via the 

communication infrastructure over a physical Ethernet 

network. The communication infrastructure has multiple 

layers, and each of them uses protocols based on the TCP/IP 

model, as described below [29].  

a) Application Layer 

The client-server model is used for the application layer. 

The application layer uses an Application Programming 
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Interface (API), which provides the interface between the 

Smart Grids model and the transport layer. Data can be 

transmitted in ASCII code format. 

b) Transport Layer 

The Transmission Control Protocol (TCP) is a connection-

oriented protocol that has reliability in the transmission and 

reception of data. In this paper, TCP is used in full-duplex 

mode, facilitating bidirectional data transmission for Smart 

Grid components reliant on received or transmitted data. 

c) Network Layer  

The Internet Protocol (IP) is used for the network layer. The 

assignment of the IP addresses in each end device can be done 

statically or dynamically. The dynamic IP address assignment 

requires the use of the Dynamic Host Configuration Protocol 

(DHCP) [30]. 

d) Data Link and Physical Layer 

The Fast Ethernet technology complying with the IEEE 

802.3u 100Base-T standard has been chosen [31]. This 

technology has compatibility with most of the hardware 

components that communicate through Ethernet. 

3) Network Configuration 

The use of a local area network (LAN) is proposed to allow 

real-time data transmission among different end devices. The 

proposed network shown in Fig. 2, utilizes a star topology, 

which is a common configuration for LANs, however, the 

connectivity strategy is adaptable to other network topologies. 

In this configuration, different end devices can be connected 

through a layer 2 Ethernet switch and an IP router that belongs 

to layer 3. 

 

Additionally, in this proposal, the IP addresses of the end 

devices are dynamically assigned by enabling the DHCP 

server functionality of the IP router. This simplifies the 

process of connecting end devices to the network. 

 

C. Step 3: connectivity strategy evaluation  

The communication process is illustrated in Fig. 3. The data 

transmission between the applications from different end 

devices is evaluated by the communication delay, which is 

measured according to the IEEE 1646-2004 standard [32]. In 

this paper, the applications are the simulated components of 

the Smart Grid model. Additionally, the communication delay 

has been modified to include the processing time of the 

algorithm of one of the applications. This communication 

delay tcom is defined in equation (3). 

, (3) 

where t1
1 and t1

2 are the time to extract the data from the 

application and to write these data to the interface; t3 is the 

time over the communication network; t2
1 and t2

2 are the time 

to read the data from the interface and then upload them to the 

application; t4 is the time to execute the algorithm in 

application 2. The communication delay is measured on the 

end device 1. 

 
Fig. 1. Flowchart of the algorithm for sending (in blue) or receiving data (in 

red). 

 

 

Fig. 2. LAN with a star topology. End devices connect to a layer 3 IP Router 

via a layer 2 Ethernet switch. 

  

 
Fig. 3. Application-to-application communication delay. 
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III. HIL APPROACH 

This section describes the development and evaluation of 

the proposed connectivity strategy based on the HIL 

technique. 

A. Development of the HIL Approach  

A Smart Grid model was created with its monitoring IED 

and protection IED in MATLAB/Simulink® and the LCC in 

the Hercules™ RM57Lx Launchpad™ development kit from 

Texas Instruments® [33]. The proposed connectivity strategy 

enables communication between the different components in 

the Smart Grid model. 

A Smart Grid library with the components for the 

monitoring IED, the protection IED, and the LCC was created 

and used in the proposed connectivity strategy. The 

components for the monitoring IED and the protection IED 

were created in MATLAB/Simulink® as Simulink® blocks. 

The LCC was created in the development kit as a function in 

the C programming language. 

The proposed connectivity strategy also includes a server-

client network application. For the simulation in MATLAB®, 

the interface between the Simulink® blocks and the transport 

layer is established using the TCP sockets, which are provided 

by the MATLAB® Instrument Control Toolbox™ in the 

TCP/IP objects [34]. In the development kit, the interface 

between the C function and the transport layer is established 

using the RAW API, which is available in the LWIP library 

[35], [36]. The recommended configurations and the 

integration of LWIP [37] are taken as a basis for this study. 

The MATLAB® simulation provides the client socket, while 

the development kit runs the RAW API as the server. After 

establishing the connection between the client and the server, 

the monitoring IED and the protection IED in MATLAB® 

simulation and the LCC in the development kit could 

exchange data through the process shown in the block diagram 

(Fig. 4). 

In the computer, the transmitter-receiver block realizes the 

two functions: “Acquisition/Load data” and “Write/Read in 

the client socket”. This block is based on the algorithm shown 

in Fig. 1. This block enables the transmission of data between 

the communication network and the blocks of the library in 

Simulink®. 

In the development kit, the receiver-transmitter function 

realizes two functions: “Read/Write in the server RAW API” 

and “Load/Acquire data”. This function is created in C 

Language and based on the algorithm shown in Fig. 1. The 

receiver-transmitter function is responsible for the 

transmission of data between the communication network and 

the selected function from the Smart Grid library.  

B. Performance Evaluation 

A test scenario has been implemented to evaluate the 

performance of the HIL approach, in which the computer and 

the development kit exchange messages, as shown in Fig. 5.  

During each test, a message A is sent from end device 1 to 

end device 2. Sequentially, end device 2 sends a message B in 

response. These messages involved in the data exchange are  

Fig. 4. Process for the transmission and reception of data between the 

components of the Smart Grid. The transmitter-receiver block was created in 
MATLAB® to allow data exchange between the communication network and 

the Simulink® environment. The transmitter-receiver function was created in 

C language to allow data exchange between the communication network and 

the embedded system. 

 

the payload for the TCP segments. Each message is an array 

containing 8-bit unsigned integer data (uint8). 

 

 
Fig. 5. Diagram of the data exchange process for the test scenario. 

The scenario has five tests, in which the size of message A 

remains constant, while the size of message B changes for 

each test. In addition, the communication delay is measured 

during the tests. The sizes of the two messages, the average 

communication delay (AVG tcom), the standard deviation (σ), 

and the 95% confidence interval (CI) obtained for each test 

with 10000 executions, are shown in Table I.  

It can be seen that communication delays between 11.98 

and 59.89 ms were obtained in real-time. The communication 

delay gradually increased as the size of message B increased, 

due to the longer processing time for the read/write operations 

on interfaces and data files. 

TABLE I 

 COMMUNICATION DELAY VARIATION BASED ON THE MESSAGE SIZES 

Test 
Message A size 

[Bytes] 

Message B size 

[Bytes] 
AVG tcom 

[ms] 

σ 
[ms] 

CI 
[ms] 

1 6 190 11.98 5.24 [10.96, 13.01] 

2 6 256 15.84 2.18 [15.41, 16.27] 
3 6 512 17.93 2.18 [17.50, 18.35] 

4 6 1024 22.79 3.20 [22.16, 23.42] 

5 6 2048 59.89 4.95 [58.92, 60.86] 

IV. CASE STUDY 

The modified IEEE 34-bus distribution system is used for 

the case study of a Smart Grid with two topologies: the DG 
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topology, which has the power source from both the main grid 

and distributed generation, and the radial topology, which is 

connected only to the main grid. The modeling and parameters 

used in the Smart Grid are from previous research [22], [38], 

[39]. When the monitoring IEDs detect the changes in the 

topology from the Smart Grid, the LCC will make decisions to 

update the parameter settings of the protection IEDs. During 

the process, all the data transmission will be enabled by the 

proposed connectivity strategy in HIL. The case study 

evaluates the real impacts of the communication delay.  

The Smart Grid has three sources, as presented in the 

single-line diagram (Fig. 6): the electrical main grid (EG), the 

distributed generator 1 (G1), and the distributed generator 2 

(G2). Each source has a monitoring IED: M-P800, M-P848, 

and M-P890 respectively. The Smart Grid has five protection 

IEDs: RL1, RL2, RL3, RL4, and RL5. In the case study, a 

fault occurs on bus 846. 

 
Fig. 6. Single-line diagram of the modified IEEE 34-bus distribution system. 

The parameters of the sources and transformers are 

presented in Table II and Table III, respectively. The 

protection IEDs settings are defined in Table IV for each 

operation topology of the IEEE 34-bus system [22]. The 

protection coordination for the DG topology is defined in 

Group 1, where both EG, G1, and G2 are in operation. The 

protection coordination for the radial topology is defined in 

Group 2, where only EG is in operation. The constants A, B, 

and P, for protection function 51 are defined by the IEC 

Standard Inverse Time curve. 

TABLE II  

SOURCES PARAMETERS 

Source 
Line voltage 

[kV] 
f [Hz] 

3-phase short circuit 

level [MVA] 
X/R ratio 

EG 69 60 100 7 

G1 0.48 60 100 1 

G2 0.48 60 100 1 

 

TABLE III  

TRANSFORMERS PARAMETERS 

Transformer Power [kVA] Voltage ratio  Z [%] 

T_G1 750 24.9 kV Y / 0.48 kV Y  1+5j 

T_G2 750 4.16 kV Y / 0.48 kV Y  1+5j 

 

TABLE IV 

 PROTECTION IEDS SETTINGS 

Settings 

group 

Protection 

IED 

Protection functions settings 

Inominal [A] 
51 50 

Ip [A] tesc tins [s] ESCins 

Group 1:  

DG 
topology 

RL1 300 375 0.030 0.100 005 

RL2 187 234 0.020 0.060 007 

RL3 187 122 0.016 0.040 008 
RL4 100 110 0.010 0.015 006 

RL5 010 017 0.005 0.010 003 

Group 2: 

radial 
topology 

RL1 300 360 0.010 0.090 002 
RL2 187 187 0.011 0.060 003 

RL3 187 099 0.011 0.015 005 
RL4 100 200 0.200 10.00 100 

RL5 400 800 0.200 10.00 100 

A. Objective 

The purpose of the evaluation of this case study is to 

compare the responses of a traditional protection scheme and 

an adaptive protection scheme to an electrical fault in the 

Smart Grid. The simulation technique in a single simulation 

environment is used to evaluate the traditional protection 

scheme. The proposed connectivity strategy is used to evaluate 

the adaptive protection scheme. 

B. Test Scenarios 

The case study has three test scenarios. In all scenarios, the 

Smart Grid was implemented in Simulink®. The Simulink® 

model was configured with 128 samples per cycle. The Smart 

Grid was simulated for 0.8 s. At 0.5 s, a three-phase fault (3F) 

with an impedance to the ground of 1 Ω occurred in bus 846. 

1) Scenario 1: Smart Grid without changes in topology – 

traditional protection scheme 

a) Description 

In this scenario, the Smart Grid operated under the DG 

topology with EG, G1, and G2 in operation. The topology 

remained constant throughout the simulation. A traditional 

protection scheme was implemented using the configuration of 

the protection IEDs listed in Group 1 of Table IV. The 

simulation was performed in a single simulation environment 

to evaluate this traditional protection scheme. 

b) Results 

The current measured by the monitoring IEDs for each 

source in the Smart Grid is shown in Fig. 7. Between 0 s and 

0.5 s the Smart Grid operated with the DG topology (Group 

1), where EG, G1, and G2 supplied the power. The fault 

occurred at 0.5 s, and the RMS current of EG and G1 

increased to 390 A until the fault was cleared. At the same 

time, the RMS current of G2 increased to 17 A. The RL4 IED 

tripped at 74 ms after the fault occurred at 0.5 s. Therefore, G1 

was disconnected at 0.574 s from the system, as can be 

verified in Fig. 7. However, the fault had not been cleared. 

RL3 tripped at 130 ms after the fault occurred and the fault 

was successfully cleared at 0.630 s. It can be verified from 

Fig. 7 that the RMS current of EG dropped at 0.63 s. 
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Fig. 7. The RMS of three-phase current measured by monitoring IEDs and the 

settings group of the protection IEDs for scenario 1.  

In this scenario, the settings of protection IEDs did not 

change. Therefore, the protection setting group was constant at 

1 throughout the simulation. The TCC curves of protection 

IEDs for Group 1 (Table IV) are shown in Fig. 8. At the 

current of 390 A at bus 846, the RL3 and RL4 will trip 130 ms 

and 74 ms after the fault, respectively. 

 
Fig. 8. TCC curves of Group 1– DG topology. Dashed red line: relays RL3 

and RL4 responded to the fault current (IF) of 390 A at bus 846.  

2) Scenario 2: Smart Grid with changes in topology –

traditional protection scheme 

a) Description 

In this scenario, the Smart Grid operated under the DG 

topology with both EG, G1, and G2 in operation from 0 s to 

0.2 s. At 0.2 s, both the G1 and G2 were disconnected from 

the Smart Grid manually. The Smart Grid changed to the 

radial topology because only EG was in operation from 0.2 s. 

The traditional protection scheme was implemented in this 

scenario. The parameters of the protection IEDs were static as 

listed in Group 1 of Table IV. The simulation was performed 

in a single simulation environment to evaluate this traditional 

protection scheme. 

b) Results 

The protection setting group remained constant at 1 

throughout the simulation. The current measured by the 

monitoring IEDs for each source in the Smart Grid is shown in 

Fig. 9. At 0.2 s, G1 and G2 were disconnected manually and 

their three-phase RMS currents dropped to zero. Between 0.2 s 

and 0.5 s, the Smart Grid operated with the radial topology, 

where only EG supplied the power. The fault occurred at 0.5 s, 

and the RMS current of EG increased to 390 A until the fault 

was cleared at 0.63 s.  

 
Fig. 9. The RMS of three-phase current measured by monitoring IEDs and the 

settings group of the protection IEDs for scenario 2.  

The TCC curves of protection IEDs for Group 1 (Table IV) 

are shown in Fig. 10. The RL3 IED tripped at 0.63 s, after 130 

ms when the fault occurred. Therefore, G1 was disconnected 

from the system, as can be verified in Fig. 9 at 0.63 s. In this 

case, RL4 and RL5 did not trip because the G1 and G2 had 

already been disconnected at 0.2 s before the fault occurred. 

This caused the open circuit and no current flowed through G1 

or G2 even when the fault occurred.   

 
Fig. 10. TCC curves of Group 1– DG Topology. Dashed red line: response of 

the RL3 to the three-phase fault. 

3) Scenario 3: Smart Grid with changes in topology – 

adaptive protection scheme 

a) Description 

In this scenario, the topology of the Smart Grid changed 

from DG to radial at 0.2 s, the same as what happened to 

scenario 2. From 0 s to 0.2 s, the Smart Grid operated under 

the DG topology with both EG, G1, and G2 in operation. 

From 0.2 s, only EG was in operation and the Smart Grid 

changed to the radial topology. 

In this case, an adaptive protection scheme is used. Instead 

of using the fixed values, an LCC operates remotely to select 

and update the settings for the protection IEDs when the Smart 

Grid changes its topology. 

The proposed connectivity strategy, which is described in 

Section III, is used to realize the communication between the 

LCC and monitoring and protection IEDs. The process of 

IF

tRL3

tRL4

IF

tRL3
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updating the parameters of the protection IEDs is shown in 

Fig. 11. The transmitter-receiver block acquires the RMS 

currents of the sources, which are measured by the monitoring 

IEDs. When any of the measured RMS current changes, the 

transmitter-receiver block sends a message A to LCC, which 

contains its three-phase current RMS.   

After receiving the RMS currents of all monitoring IEDs, 

the LCC runs its algorithm to identify the Smart Grid topology 

and selects the appropriate set of parameters listed in Table 

IV. The LCC then sends a message B to the protection IEDs, 

which contains the parameter settings. 

 

Fig. 11. Management of the protection IEDs through the LCC. 

The message A is a data array that has a size of 6 bytes and 

has the structure shown in Fig. 12. Each monitoring IED uses 

2 bytes to represent the RMS value of three-phase current–1 

byte for the integer part, and the other 1 byte for the decimal 

part. Each of these data is of the 8-bit unsigned integer type 

(uint8).  

 
Fig. 12. Data array transmitted by the monitoring IEDs. The message A has a 

size of 6 bytes and each monitoring IED uses 2 bytes. 

The message B is a data array that has a size of 190 bytes 

and has the structure shown in Fig. 13. The message B has a 

flag that has a size of 15 bytes. The settings for the five 

protection IEDs occupy a total size of 175 bytes. Each of the 

data is of the 8-bit unsigned integer type (uint8).  

 

 
Fig. 13. Data array received by the protection IEDs. Message B has a size of 
190 bytes, which is composed of a flag of 15 bytes and 175 bytes shared by 5 

protection IEDs. 

From the application approach described in Section III, the 

modified IEEE 34-bus system is implemented in Simulink®, 

while the LCC is implemented in the Texas Instruments® 

development kit. In the development kit, the LCC algorithm is 

implemented as a C function. A threshold value for RMS 

current–1 A was selected in this paper to determine if the 

source is operating.  

The LCC compares the selected threshold value (1 A) with 

the RMS of the three-phase current, which is calculated by 

each of the monitoring IEDs, M-P800, M-P848, and M-P890. 

Based on this threshold, the LCC determines the Smart Grid 

topology based on the conditions of Table V. Once the 

topology is identified, the LCC selects the parameters of the 

protection IEDs. The selected topology by default is DG. 

TABLE V  

RMS VALUES OF THE MONITORING IEDS TO IDENTIFY EACH SMART GRID 

TOPOLOGY 

Topology M-P800 IED M-P848 IED M-P890 IED 

DG Any RMS value RMS >= Threshold RMS >= Threshold 
Radial RMS >= Threshold RMS < Threshold RMS < Threshold 

 

The development kit and the computer are connected 

through a LAN in a star topology, using the Fast Ethernet 

standard (Fig. 14). The two end devices are connected to a 

layer 2 Ethernet switch. The IP router dynamically assigns IP 

addresses to the two terminal devices.  

 

 

Fig. 14. The LAN implementation between the simulation environment and 

the embedded development kit. 

The source code developed for this test scenario, in 

MATLAB/Simulink® and the Hercules™ RM57Lx 

Launchpad™ Development Kit from Texas Instruments®, is 

available to the reader at [40].  

b) Results 

In this scenario, the settings for the protection IEDs 

changed from Group 1 to Group 2 at 0.2 s (Fig. 15). Before 

0.2 s, both G1, G2, and EG supplied power to the Smart Grid 

under the DG topology. At 0.2 s, G1 and G2 were 

disconnected manually and their three-phase RMS currents 

dropped to zero. Between 0.2 s and 0.5 s, the Smart Grid 

operated with the radial topology, where only EG supplied the 

power. 

Before 0.2 s, the system operated as a DG topology and its 

TCC curves are the same as scenario 2 (Fig. 10). After 0.2 s, 

the setting parameters of the protection IEDs were updated 

and their new TCC curves are shown in Fig. 16. The fault 

occurred at 0.5 s, and the RMS current of EG increased to 390 

A. In the new TCC curves, the RL3 IED tripped at 0.575 s, 

after 75 ms when the fault occurred. Therefore, the fault was 

cleared at 0.575 s, as can be verified in Fig. 15.   
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When the topology of the Smart Grid changed, the LCC 

received the measured RMS currents from all monitoring 

IEDs, identified the new topology, selected the appropriate 

group of setting parameters for the protection IEDs, and sent 

the parameters to the protection IEDs.  

 
Fig. 15. The RMS of three-phase current measured by monitoring IEDs and 

the settings group of the protection IEDs for scenario 3.  

 
Fig. 16. TCC curves of Group 2– Radial Topology. Dashed red line: 

performance of relay RL3 during the fault.  

The total communication delay for this process (tcom) is 13 

ms, as can be verified in Fig. 15. This delay occurs during the 

updating of setting parameters for the protection IEDs. 

c) Discussion 

The results for the three test scenarios are summarized in 

Table VI. According to the results, the fault clearing speed of 

scenario 3, which utilized an adaptive protection scheme to 

change the parameters of the protection IEDs when the 

topology of the Smart Grid changed, was the fastest. With the 

adaptive protection scheme that was realized by the proposed 

connectivity strategy, the fault was cleared 0.055 s faster. In 

this paper, the proposed connectivity strategy realized the 

communication process in HIL. Therefore, it has enabled the 

measurement of the communication delay, referred to as tcom. 

Respecting the communication delay obtained in the 

performance evaluation in Section III, for the corresponding 

message sizes in the case study, the obtained value falls within 

the 95% confidence interval. This suggests that the 

communication delay obtained in the case study is consistent 

with the expected variability of the data. 

TABLE VI  

RESULTS OF THE TEST SCENARIOS 

Scenario 

Fault 

current 

[A] 

Tripping 

time 

 [ms] 

Tripped 

IED 

Message 

A size 

 [B] 

Message 

B size 

[B] 

tcom 

[ms] 

1 390 74, 130 RL4, RL3 None None None 

2 390 130 RL3 None None None 

3 390 75 RL3 6 190 13 

V. CONCLUSION 

The proposed connectivity strategy, implemented in 

Hardware-in-the-loop, facilitates real-time data transmission 

among different components in a Smart Grid via a local area 

network (LAN). It enables the measurement of 

communication delay and provides a low-cost testing platform 

for evaluating new Smart Grid functionalities. 

A Smart Grid model with some of its components 

implemented in simulation environments (MATLAB/ 

Simulink®) and other components in embedded systems 

(Texas Instruments® development kit) was used to validate the 

proposed connectivity strategy. When the topology of the 

Smart Grid changed, the proposed connectivity strategy 

detected the changes and updated the parameter settings of the 

protection devices in 13 ms. As a result, the Smart Grid 

cleared the fault 0.055 s faster. 

FUTURE WORK 

In this work, the Smart Grid components have focused on 

the application of distribution system automation. Therefore, 

as future work, it is proposed to expand the scope of the 

connectivity strategy for its use in other Smart Grid 

functionalities. Furthermore, we propose to scale the proposal 

to enable the connection of additional end devices and assess 

the performance of distributed simulation. 
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