
IEEE LATIN AMERICA TRANSACTIONS, VOL. 21, NO. 12, DECEMBER 2023 1313

Mapping the Landscape of SLAM Research: A
Review

Jeremías Gaia Eugenio Orosco Francisco Rossomando Carlos Soria

Abstract—Multiple publications have arisen from over three
decades of research in the field of simultaneous localization and
mapping (SLAM), overwhelming those who wish to delve into
this area. The extensive body of work in SLAM has resulted
in an abundant and, at times, confusing flow of data, lacking
a straightforward explanation of the underlying principles. This
article aims to address this issue by providing a clear overview
of the general taxonomy of the SLAM universe, assuming the
reader is completely unfamiliar with the subject area. As cameras
remain the primary sensor choice for SLAM, and considering the
vast number of articles available on this topic, special emphasis
will be placed on Visual SLAM. Additionally, we will delve into
the influence of artificial intelligence on the development of new
algorithms. The article incorporates comparative tables to enable
readers to assess system performance using benchmark datasets.
Moreover, it offers insights into current trends and prospective
pathways within the subject area.

Index Terms—Simultaneous Localization and Mapping,
SLAM, Survey, Visual SLAM, Artificial Intelligence, Intoduction

I. INTRODUCTION

Robots must always be able to determine their location.
For mobile robots, whether they move autonomously or

with the assistance of an operator, the integration of SLAM
systems is imperative [1].

Since the foundations were established in 1986 by authors
like Cheeseman and Durrant-Whyte, SLAM has grown ex-
ponentially [2], [3]. During the initial two decades (approx-
imately 1986-2006), the primary approaches to solving the
problem were rooted in probabilistic filters. Kalman filters,
extended Kalman filters, and particle filters emerged as state-
of-the-art solutions [4], [5].

With the arrival of passive low-cost video sensors to provide
robotic systems with rich visual input, researchers began to
integrate cameras into SLAM systems [6]. With the help of
non-linear minimization techniques, this data was used to solve
the pose of the mobile robot.

Modern SLAM systems have evolved into intricate combi-
nations of subsystems, leveraging diverse sensor data, handling
vast amounts of information, and incorporating artificial intel-
ligence (AI) methodologies. In this paper, we present a com-
prehensive systematic mapping study of the existing literature
on SLAM, aiming to provide readers with a comprehensive
introduction to the realm of SLAM.

This study makes the following contributions:
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• It provides a global perspective of the SLAM world,
showing how it is structured after more than thirty years
of research. Several classifications based on the most
common elements of SLAM systems have been proposed
to this end.

• The key elements in the current SLAM systems architec-
tures are investigated.

• The relevance of artificial intelligence as a tool in current
SLAM developments is discussed.

• It provides comparison tables for the reader to evaluate
and compare SLAM systems and datasets objectively
using

This article is structured as follows: Section II details the
guidelines for conducting a systematic search and organizing
the information within this document. Section III proposes
an overview of the SLAM universe, while Section IV delves
further into the specifics of visual SLAM. The impact of artifi-
cial intelligence on current systems is discussed in Section V.
Comparative analyses of various SLAM methodologies are
provided in Section VI. Conclusive insights are presented in
Section VIII. Finally, Appendix A contains a summary of the
symbols and acronyms employed throughout this article.

II. SEARCH GUIDELINES

Kitchenham and Charters proposed that Systematic Map-
ping Studies (also known as Scoping Studies) are designed
to provide a wide overview of a research area, to establish if
research evidence exists on a topic and provide an indication
of the quantity of the evidence [7]. They also designed a
number of steps to follow in order to reach a good research
result that include: defining the research questions and inclu-
sion/exclusion rules, among others.

Following Kitchenham and Charters idea, this study was
conducted based on the following research questions: Is it
possible to organize the overwhelming amount of articles
regarding the SLAM problem?, Are there any common ele-
ments between them?, Is it possible to objectively compare
SLAM systems?. Most of the recent systems include cameras:
How do Visual SLAM systems work?, Which are their main
algorithms?. Finally, since artificial intelligence is a hot topic,
it is worth asking: How are AI techniques influencing SLAM
systems?.

A preliminary search stage was first conducted to identify
existing reviews and assess the volume of relevant studies. As
a result, several SLAM surveys and articles were found, and
the classification criteria for the contributions in the SLAM
field used in this study were established.
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Most of the identified survey studies on SLAM have fo-
cused solely on specific aspects of the problem. The authors
have extensively discussed theoretical issues [8]–[10], multi
robot SLAM [11], LiDAR and camera-based SLAM [12],
autonomous driving [13], dynamic SLAM [14], and Deep
Learning for SLAM [15]. However, these studies often assume
that the reader possesses prior knowledge in the field. This
highlights the crucial need for an article that comprehensively
elucidates the underlying structure of the SLAM universe,
assuming the reader is completely unfamiliar with the subject
area.

After the preliminary search stage, the following inclu-
sion/exclusion rules were defined:

• Only articles written in Spanish or English were consid-
ered.

• Probabilistic SLAM approaches were not included since
these kind of systems have already been extensively
studied and reviewed [2], [3].

• The search stage was carried out with Google Scholar’s
search engine. Conference proceedings, journal papers,
and unpublished but relevant articles were included.

As the reader may note, there are minimal exclusion con-
straints, as our intention is to encompass a wide range rather
than a specific focus.

Given the significant number of papers presenting results
on the EuRoC, KITTI, and 7-Scenes datasets, we focused
our comparative analysis on the performance demonstrated
by systems on these datasets. The comparison tables were
constructed exclusively based on objective (numeric) results,
while qualitative and graphical results were deliberately omit-
ted.

III. THE SLAM UNIVERSE

The purpose of this section is to offer an extensive insight
into the domain of SLAM, aiming to establish a foundational
understanding of the field. Fig. 1 presents a visual summary of
this section. The existing SLAM developments can be organ-
ised based on their most common elements or aspects, such
as the type of sensors used, the source of robot commands,
and how they handle dynamics.

A. According to the Source of the Robot Commands.

A simple and general method to classify SLAM systems is
to determine whether a robot or vehicle is commanded by a
person. It allows us to distinguish between two types of SLAM
systems: active and passive.

1) Active SLAM: This type of system is capable of
traversing and mapping the environment automatically. Human
intervention is not required.

They aim to maximize the map information obtained while
minimizing a cost function variable. Map uncertainty, power
consumption, traveled distance, etc. can be used as minimiza-
tion variables. An active SLAM (A-SLAM) system has a dis-
tinctive workflow that includes: Candidate goal selection; path
generation; cost function (also known as utility) computation;
and path execution.

Fig. 1. Top: Overview of the SLAM Universe. The most common
characteristics identified among state-of-the-art systems are used to
classify them. Bottom: A detail of the classification of SLAM
systems based on the sensors used and their combinations.

Brian Yamauchi established the foundations for selecting
candidate goals based on the nearest frontier approach [16].
Frontiers refer to the regions along the boundary between ex-
plored and unknown territories, essentially representing points
on the map situated between known free space and unexplored
regions [1]. Frontier-based techniques construct a map while
navigating toward a frontier. Whenever it reaches a limit, the
system searches for the next frontier. This process is repeated
until there are no new frontiers left to detect [17]–[19].

In addition to the nearest frontier approach, other explo-
ration strategies include cost-utility [20], coordinated [21],
market based [22] and integrated [23]. For a detailed dis-
cussion of these exploration approaches, we recommend the
survey paper by Juliá et al. [24].

Path generation (also known as "path planning" or "motion
planning") and cost function computation are closely linked,
since the system’s control actions are determined by the
variables to be optimized. In this way, A-SLAM can be
formulated as an optimal trajectory planning problem [25]–
[28]. In this formulation, the control actions calculated by
the path generation algorithm are restricted by the optimal
trajectory problem.

Other A-SLAM systems concentrate on coverage of a larger
area. Bonetto et al. proposed a system that continuously selects
its camera heading to maximize environment coverage [29],
whereas Carrillo et al. devised a utility function to achieve a
balance between exploration and exploitation in [30]. As an
additional feature to the traditional A-SLAM workflow, Chen
et al. included a collision-free navigation constraint in their
system [31].
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2) Passive SLAM: The goal of these systems is to get a
precise reconstruction of the robot’s path. They are primarily
concerned with lowering pose estimation errors while main-
taining a consistent map representation.

Passive SLAM systems have an entirely different architec-
ture than A-SLAM systems. According to Cadena et al. [32], a
typical SLAM algorithm is comprised of two primary blocks:
front-end and back-end. The front-end abstracts sensor data
into models that are amenable for estimation, while the back-
end performs inference on abstracted data produced by the
front-end.

However, since the publication of ORB-SLAM [33], the
architecture presented therein has been replicated in the ma-
jority of later advances [34]–[39]. As a result, we propose in
this study to refine the front-end/back-end model described
by [32]. The proposal shown in Fig. 2 aims to fit the current
systems architecture.

Three main blocks can be distinguished: tracking, mapping,
and loop closure detection.

• Tracking: Within this block, all essential tasks and
computations are performed to establish the robot’s pose,
comprising its position and orientation. It receives the
system’s inputs and perform image rectification and/or
feature extraction, synchronisation (multi-sensor systems
only), filtering, and other necessary data preparation
tasks.
The tracking block must select representative input mea-
surements to estimate the robot’s pose in order to limit the
amount of data. For those systems equipped with a cam-
era, these measurements are referred to as keyframes [35],
[40], [41].

• Mapping: The primary goal of this block is to create,
develop, and refine a map of the environment. A map
is a simplified representation of how the robot perceives
the world. The type of sensors used, the image features
extracted, and the pose estimation technique have a
significant impact on which map representation must be
selected [42]. Occupancy grid maps [43], [44], landmark
maps [45], and dense representations [46], [47] are ex-
amples of mapping techniques.
The mapping process can be classified into two parts:
local and global mapping [35], [48], [49]. Maintaining a
set (also known as window) of recent or co-visible views
allows the system to perform operations that improve the
map’s consistency. This local window is updated with
every new input to the system. The window (local map) is
then handled to an optimization technique such as Bundle
Adjustment in order to correct the robot’s poses [50].
The global map is updated every time the loop closure
detection algorithm discovers a previously seen location.
For a complete description on mapping frameworks, we
refer the reader to [51].

• Loop Closure Detection (LCD): This module is re-
sponsible for establishing long-term data associations.
Recognizing previously visited locations aids the system
in reducing the total uncertainty caused by odometry
drift [52]. This is a decision-making block since it must
ensure the system that the robot is in a previously

Fig. 2. Architecture of a SLAM system. All the tasks that the system
needs to perform SLAM can be grouped into three building blocks:
tracking, mapping and loop closure detection. This three blocks can
operate sequentially or in parallel.

visited location. Bad data associations cause the map to
include ambiguous information, which can lead to several
localization errors.
The LCD task is highly dependent on how the system
represents its surroundings. One of the most popular
methods is to describe the scene as a Bag of Words
(BoW) [53], [54]. A vocabulary of visual "words" is built
offline in the BoW technique. The system then saves each
input image as a collection (bag) of words.
To detect loop closures, the BoW representation of two
images or sequences is compared. The system considers
a possible loop closure if the match percentage surpasses
a threshold [52], [55]–[61]. A validation step is required
to verify if the candidate is in fact a loop closure.

B. According to the Type of the Sensors Equipped.

LiDAR, visual, and inertial sensors are the three basic
instruments used in SLAM systems. The use of these sensors
and their combinations allows to classify SLAM systems as
shown in Fig. 1.

1) LiDAR SLAM: Systems included in this category per-
ceive the world through laser scans. Laser rangefinders can
generate 2D or 3D point clouds with distance and bearing
information for each point. Hector SLAM represents the tradi-
tional approach for laser-based SLAM. This system can create
2D occupancy grid maps with low computation resources.
However, its main drawback is that it does not detect loop
closures [43].

LiTAMIN (LiDAR-based Tracking And MappINg) is a
three-dimensional LiDAR SLAM system. The authors pro-
posed a change to the Iterative Closest Point (ICP) algorithm,
which is used to optimize pose graphs [62]. A second version
of the above mentioned work, combines a modified version
of the ICP algorithm with a new point reduction strategy
to reduce the computational complexity of the system [63].
Behley et al. [64] also used 3D scans in their research. They
concentrated their efforts, however, on generating globally
consistent maps. They also proposed a novel map-based cri-
terion for LCD in LiDAR SLAM.

Similar to the Visual SLAM workflow, some LiDAR based
SLAM systems perform feature extraction on range measure-
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ments [65]–[67]. Point features in laser scans describe geo-
metrical characteristics of the scene, such as sharp edges and
planar surfaces. A pose estimation is obtained by conducting
a feature matching process between the current and previous
scans.

Neural networks enable efficient processing of large
amounts of information generated by laser scanners. Valente
et al. proposed to combine Long Short-Term Memory (LSTM)
neural networks and Convolutional Neural Networks (CNNs)
to estimate the pose of a vehicle given the laser informa-
tion [68]. On the other hand, Sun et al. proposed to combine a
global localization system powered by a deep neural network,
with the iterative Monte Carlo Localization algorithm [69].

2) Visual SLAM: This category encompasses all advances
that use cameras as the primary sensor. This section provides
a short introduction to Visual SLAM (V-SLAM), specifically
focusing on the concept of visual odometry. Pertinent aspects
within this domain are also outlined. An in-depth study about
this particular area will be presented in Sec. IV.

V-SLAM techniques are based on visual odometry (VO). It
can be defined as the method for estimating an agent’s egomo-
tion (human, robot, vehicle, etc.) based only on the input of
a single or several cameras [9]. The most popular method for
estimating camera poses is a combination of feature matching
and RANSAC (Random Sample Consensus) [10], [33], [70]–
[72]. The RANSAC algorithm refines the pose estimation after
the feature matching procedure delivers an initial estimate of
the camera motion.

PTAM (Parallel Tracking And Mapping) can be considered
as one of the earliest and most influential Visual SLAM
algorithms [73]. The authors proposed splitting tracking and
mapping into two threads. Under the assumption that the
mapping thread has already created a map of 3D points, visual
odometry techniques were used to estimate the relative pose
of the camera in the tracking thread. Inspired by PTAM,
Mur-Artal et al. presented ORB-SLAM (Oriented FAST and
Rotated BRIEF SLAM), where a third thread for loop closure
was added to the tracking and mapping threads [33].

Leveraging concepts from PTAM, Mur-Artal and colleagues
introduced ORB-SLAM (Oriented FAST and Rotated BRIEF
SLAM). They expanded the tracking and mapping threads
by integrating a third thread dedicated to loop closure, as
seen in Fig 2. Their contribution became a benchmark, widely
embraced by the research community.

Another innovative VO approach involves planar fiducial
markers. This minimum modification to the environment can
be used to facilitate SLAM in laboratory research. This is the
case with recent work that involves placing fiducial planar
markers with individual and unique IDs across the path of
the robot [74]–[77]. Detection algorithms can quickly process
these markers to obtain the robot’s pose. Also, whenever one
marker is detected for the second time, the system closes the
loop.

Open-source state-of-the-art SLAM systems are hard to
find. However, Schegel et al. released ProSLAM, an open-
source Visual SLAM system aimed towards teaching [37].
This system was built in a modular format to make it simple
to comprehend and implement. OpenV-SLAM (Open Visual

SLAM) is another open-source visual SLAM framework [78].
A key advantage of OpenV-SLAM is its extensive support for
various camera models, including fisheye, equirectangular, and
perspective, enhancing its applicability

OpenSLAM is a platform for SLAM researchers which
gives them the possibility to share their algorithms with the
community. Information about the authors and the original
papers is also provided. Since 2018, OpenSLAM has a Github
page (https://github.com/OpenSLAM-org) where the source
code and installation instructions for several SLAM systems
are available.

3) Inertial Odometry: Incorporating inertial odometry (IO)
techniques into SLAM systems has a series of benefits.
Reading variations in accelerations, for example, helps LiDAR
and Visual frameworks in compensating for camera movement
caused by uneven terrain. In the literature, inertial odometry
systems are frequently referred to as "Inertial Navigation
Systems" (INS).

Strapdown inertial navigation systems (SINS) and pedes-
trian dead reckoning (PDR) are the two primary types of
INS [79], [80]. The former calculates velocity by integration
of the total acceleration and computes position by integration
of the resultant velocity [81]–[85], whereas the latter estimates
trajectories by detecting steps, estimating step length and
heading, and updating locations per step [86]–[88].

Inertial navigation can also benefit from deep learning tech-
niques [83], [84]. Chen et al. proposed IoNet, a neural network
for inertial odometry drift reduction [89]. AbolDeepIO uses
an LSTM network and an inertial measurement unit (IMU)
to get a pose estimation from raw inertial data [90]. The
aforementioned above, neural networks are used to replace
traditional IO approaches. There are, however, systems that
employ neural networks to improve standard methods [85],
[87], [88].

4) LiDAR-Visual SLAM: The complementary strengths of
cameras and laser scanners are used in LiDAR-visual SLAM
approaches. Depth prediction is one of the reasons to use
laser rangefinders with cameras [91]–[93]. Depth estimation
improves the system in recovering the map’s scale in monoc-
ular V-SLAM [65].

V-LOAM (Visual-LiDAR Odometry and Mapping) illus-
trates this relationship, as it uses depth information from laser
rangefinders to enhance monocular [94]. Recently, Labbé et
al. have proposed to extend their original work RTAB-MAP
(Real-Time Appearance-Based MAPping) to support visual
and LiDAR SLAM. This new version was published as an
open source library by the authors [55], [95].

Systems using an RGB-D camera may also be deemed to
fall under this group [96]–[98]. However, unlike the LiDAR-
Camera combination, RGB-D cameras are light-sensitive and
require supplementary sensors to produce better results [99].

Finally, using LiDAR-Visual systems to detect and clas-
sify objects has facilitated the development of autonomous
vehicles [100]–[103]. However, when it comes to autonomous
driving, calibration is crucial, since a precise 6-DoF transform
between the sensors is necessary to accurately estimate the
vehicle’s pose [104], [105].

https://github.com/OpenSLAM-org
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5) Visual-inertial SLAM (VI-SLAM): Integration of IMU
measurements can improve tracking and mapping performance
of visual systems [106]–[108] .

Visual-inertial fusion can be accomplished in two ways:
loosely coupled and tightly coupled approaches. Loosely cou-
pled techniques use a vision algorithm to estimate the pose,
which is then combined with IMU readings in a separate esti-
mation step [109]–[111]. Tightly coupled systems, on the other
hand, estimate camera poses using a combined energy cost
function that minimizes photometric and IMU measurement
errors [112], [113].

The use of inertial sensors in monocular V-SLAM tech-
niques facilitates in the recovery of the map metric scale [34].
VINS-MONO (MONOcular Visual-INertial System) is a
tightly coupled VI-SLAM system that leverages IMU measure-
ments to reduce the localization inaccuracy provided by the
camera system [114]. As an extension for VINS-MONO, the
authors proposed in 2019 VINS-Fusion [115]. The algorithm
treats camera and IMU measurements as variables in a factor
graph. This optimization method provides a general framework
for evaluating multiple camera combinations (IMU+mono,
IMU+stereo).

Maplab, an open-source VI-SLAM system, provides users
with a console for experimenting with various loop closure
detection techniques, multi-session map merging, and map
optimization tools [116]. The core component of the system
is ROVIOLI (ROVIO with Localization Integration), a track-
ing/mapping block inspired in the ROVIO system [111].

Analogously to LiDAR-visual systems, initialization plays
a pivotal role in visual-inertial systems. In order to achieve
reliable measurements, the IMU model parameters must be
as well defined as possible. Campos et al. suggested a
rigorous process for camera and IMU initialization based
on the preintegration concept of Forster et al. [109]. The
covariance of the preintegrated components is estimated using
IMU measurements and a sensor noise model, reducing the
parameter uncertainty [117].

6) LiDAR-inertial SLAM: LiDAR scans can also bene-
fit from inertial measurements. LIO-SAM (LiDAR Inertial
Odometry via Smoothing And Mapping) formulates LiDAR-
inertial odometry as a factor graph optimization problem [118].
The system calculates motion from IMU pre-integration and
uses it as a starting point for LiDAR odometry optimization.
LIPS SLAM (LiDAR-Inertial 3D Plane SLAM) on the other
hand, strongly integrates inertial and planar primitive observa-
tions for state estimation. When facing dynamic scenarios, the
authors used inertial data to better restrict the low frequency
LiDAR sensor [119].

Neuhaus and Koß suggested an alternative for LiDAR-
Inertial Fusion [120]. They built their system on top of a
LiDAR SLAM system, to which they added IMU motion
compensation measures. Similarly, Opromolla et al. proposed
a hybrid solution that combines attitude data from an IMU
with position estimation from a 2D LiDAR sensor for track-
ing [121].

C. According to How They Handle Dynamic Scene Content.

1) Static SLAM Approaches: Many SLAM systems are
engineered with the assumption of a static environment, where
the elements within a scene remain consistent over time. This
entails that when a robot revisits a specific location, it should
encounter the same set of features.

In real-world circumstances, this assumption is difficult to
maintain. Moving objects, people and vehicles present a diffi-
culty for static SLAM techniques. Feature-based approaches,
for example, could extract features from pedestrians crossing
in front of the camera (see Sec. IV-B). These features will
then become a part of the map if the SLAM system does not
reject them. This makes it more difficult to use the map for
tracking and relocalization.

Some methods can deal with a small number of dynamic
features by treating them as outliers [38], [39], [98]. RANSAC
is the most commonly used outlier rejection method. This
approach fits a model to experimental data. Values that are
too far away from the fitting line are discarded.

In feature-based approaches, the RANSAC algorithm is
used after the feature matching procedure. The algorithm will
correctly fit common features from different images. Those
that do not have a strong correspondence will be considered
outliers and will be dismissed.

2) Dynamic SLAM Approaches: Addressing the presence
of moving elements within a scene can be achieved by directly
eliminating non-static content. In order to obtain a static
image, Bescós et al. suggested a method for detecting and
removing dynamic objects [72], [122], [123]. The algorithm
employs a Mask R-CNN (Mask Region-based CNN) [124]
to pixel-wise segment dynamic objects in the input frames.
Dynamic pixels are deleted from the image after segmentation.
The authors also added an inpainting method to fill in the gaps
left by the removed pixels, resulting in a static image. This
makes it very difficult for the system to extract features from
dynamic objects. Sun et al., on the other hand, proposed to
pre-process input data with a motion removal approach, which
filters out information on moving objects [97].

Other strategies aim to identify dynamic information in an
image without deleting it. For instance, DM-SLAM (SLAM
Method for Rigid Dynamic Scenes), employs the segmented
output from Mask R-CNN to prevent the tracking system
from extracting features from mobile objects [125]. DS-SLAM
(Semantic Visual SLAM towards Dynamic Environments)
operates similarly to DM-SLAM but relies on a distinct neural
network architecture [126]. In contrast, DMS-SLAM (SLAM
system for Dynamic Scenes with Multiple sensors) proposes
the combination of an ultra-robust feature correspondence
algorithm with ORB-SLAM2 [127]. The resulting system
provides a general platform that supports monocular, stereo,
and RGB-D visual sensors in dynamic scenes. A recent
advancement in this domain is STDyn-SLAM, a sophisticated
dynamic SLAM system introduced by Esparza et al. [128].
The authors suggest an integrated strategy, merging SegNet
segmentation outputs with optical flow techniques applied to
stereo cameras, aiming to enhance both visual odometry and
3D map reconstruction.
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To improve tracking accuracy, PLD-SLAM (Point Line
Dynamic SLAM) proposes extracting point and line char-
acteristics [129]. For motion estimation, features that relate
to dynamic areas are removed. Cheng et al. on the other
hand, suggested a method based on optical flow to reduce the
amount of point features extracted from moving objects [130].
Similarly, DRSO-SLAM [131] also leverages semantic infor-
mation of the Mask R-CNN. In this case, the authors combined
semantics with optical flow to improve the performance of
tracking, local mapping, and loop detection in ORB-SLAM2.
Dynamic objects optical flow is tracked using pixel-level
semantic information and fundamental matrix calculations, in
order to isolate them from the static feature points.

Finally, there are more sophisticated approaches to dealing
with dynamics. Li and Lee proposed to assign a weight to each
image point, that indicates how likely it is that the point relates
to a dynamic object [96]. This information is included into an
Intensity Assisted Iterative Closest Point (IAICP) algorithm to
reduce the effect of moving objects on the motion estimation
process.

IV. THE VISUAL SLAM DOMAIN

Cameras are the primary sensor choice for SLAM because
low-cost video sensors provide rich information about the
environment. Due to the large number of articles in this
topic, we propose here to explain the general taxonomy of
V-SLAM. Two significant elements that help in understanding
how visual SLAM is organised are the type of cameras used
in implementations and how the systems process the incoming
frames.

A. Camera Types

By camera type, we refer to the physical structure of the
device itself. Monocular cameras have a single lens, while
stereo cameras feature two lenses

Monocular SLAM systems perform pose estimation from a
single image, configuring the most cheap way to do this task
in V-SLAM [49], [132]. Due to its low weight and power
consumption with respect to other sensor configurations,
monocular cameras are widely used in many applications, but
specially on flying robots [133].

This SLAM type presents one significant weakness: Depth
estimation. Monocular cameras are incapable of perceiving
depth. As a result, the map produced by the SLAM system
has scale ambiguity.

To tackle the scale recovery issue, an inertial sensor can
be attached to the camera, thus performing Visual-Inertial
SLAM as indicated in Sec III-B5. However, Yang et al.
proposed an alternative solution to help monocular cameras
perceive depth without the need of IMU’s. By leveraging Deep
Neural Networks (DNNs), their system is able to estimate the
stereo disparity from a single image [134]. Another valid (yet
expensive) solution would be having multiple robots equipped
with monocular cameras, as proposed in [135].

Stereo SLAM techniques do not have scale recovery issues.
This is due to the fact that given two images of the same
view, the metric scale can be determined with geometric

calculations [136], [137]. However, stereo cameras are more
expensive than monocular cameras and are equally susceptible
to motion blur. As a result, under such conditions, they may
require also the assistance of another sensor to obtain the
motion estimation.

RGB-D cameras like the well known Kinect and Intel
RealSense, have gained significant attention and utility in the
SLAM field [138], [139]. These cameras provide both color
(RGB) and depth (D) information, enabling more accurate
and detailed scene perception. By combining RGB and depth
data, SLAM algorithms can extract robust feature points,
estimate camera poses, and build dense 3D maps of the
environment [140], [141]. The depth information enhances the
perception capabilities of SLAM systems, allowing for better
understanding of the scene geometry and improved obstacle
avoidance.

Event-based cameras, also known as neuromorphic or event-
driven cameras, have emerged as a novel sensing technology
for SLAM. Unlike traditional cameras, that capture images at
a fixed rate, they asynchronously measure per-pixel brightness
changes, and output a stream of events that encode the time,
location and sign of the brightness changes [142]. This unique
characteristic allows event-based cameras to provide high
temporal resolution, low latency, and a high dynamic range,
making them particularly suitable for fast motion and dynamic
scenes [143], [144]. Additionally, event-based cameras con-
sume significantly less power compared to traditional cameras,
making them suitable for resource-constrained applications. As
event-based cameras continue to evolve, their integration into
SLAM systems shows great potential for enhancing real-time
perception and navigation capabilities.

It is worth mentioning that most V-SLAM algorithms are
designed to work with a single camera type. To address
this situation, Sumikura et al. proposed OpenVSLAM (Open
Visual SLAM), an open-source framework compatible with a
variety of camera types [78]. Users can compare how different
types of cameras perform in a pipeline similar to ORB-SLAM
using their system.

B. Input Frame Processing
V-SLAM systems perform motion estimation by processing

the input images provided by cameras. Two main approaches
to image processing can be recognized: Direct methods, that
use the pixel values of an image to perform motion estimation,
and feature based or indirect methods, that create a represen-
tation of the scene before performing the calculations.

Figure 3 depicts a generalized flow diagram of this ap-
proaches. Direct methods apply a pixel selection strategy to
choose the pixel set to be used for pose estimation. After this
step, a direct image alignment process is applied to estimate
camera motion. Indirect methods on the other hand, start by
extracting a set of features from the input frame. Then, the
system tries to find this features in the previous image through
a process named feature matching. After that, a rigid-body
transformation to represent the camera motion is estiamted
with the matched features.

The paper series by Engel et al. [40], [137], [145] is the
key to understand how direct approaches work. They set the



1319 IEEE LATIN AMERICA TRANSACTIONS , Vol. 21, No. 12, DECEMBER 2023

Fig. 3. Generalized flow diagram of the main input frame processing methods. Left: direct methods apply pixel selection strategies to select
the best pixels to perform motion estimation. Right: indirect methods use features to perform calculations. To select the best features, the
system combines an image feature extraction algorithm with a feature matching process.

path for many recent articles in this field who followed their
ideas [112], [134], [146]–[148]. The formulation of the motion
estimation performed by a direct system is explained below,
based on Engel’s work [40].

Since the available information is the measured intensity
level of a set of selected pixels in the image, direct methods
estimate the change in camera position performing direct
image alignment. This is achieved by optimizing a photometric
error such as (1)

Ephoto :=
∑
i∈F

∑
p∈Pi

∑
j∈obs(p)

Ep,j , (1)

where i runs over all frames F , p over all points Pi in frame
i, and j over all observed frames obs(p) in which the point p
is visible. Ep,j represents the weighted photometric error of a
point p in keyframe Ii observed from a target frame Ij , with
respect to a local neighborhood Np of pixels around it. Let

Ep,j :=
∑
p∈Np

wp

∥∥∥∥(Ij [p′]− bj)−
tje

aj

tieai
(Ii[p]− bi)

∥∥∥∥
γ

, (2)

where ∥.∥γ is the Huber norm, and p′ represents the projected
position of p.

It is worth noting that the exposure times ti and tj for
images Ii and Ij are required for this formulation. This
information isn’t always readily available, and so requires the
use of a calibrated dataset. As a result, some authors argue
that these variables should be removed from the equation (2).
Further information on the gradient-dependent weights wp

and brightness transfer function parameters ai,bi,aj ,bJ can be
found on [40]

Indirect approaches, on the other hand, generate a scene
representation before performing calculations. The image’s
principal points (also known as keypoints) are extracted, and
for each of them, a descriptor is calculated. An image feature
is comprised of a keypoint and a descriptor. Features contain
position information, which allows the camera movement to be
tracked by geometric calculations. Therefore, these approaches
optimize a geometric error.

There are several local image feature extractors in the
literature. Some of the most commonly used algorithms in-
clude SIFT [149], SURF [150], ORB [151], BRIEF [152],
FAST [153], and BRISK [154]. Neural networks can also
be used for feature extraction [155]. GCN (Geometric Corre-
spondence Network) and GCNv2 (version 2) generate binary
descriptors designed to replace ORB features in systems
like ORB-SLAM 2 [156], [157]. Analogously, the SPHORB
algorithm allows to extract ORB features from spherical
images [158].

The cornerstone of current Indirect methods [36], [38], [39],
[57], [158], [159] is ORB-SLAM [33]. A brief description of
the tracking thread of this approach is presented below, based
on [35].

The tracking algorithm starts by extracting a set of ORB
descriptors from the input frame. Then, the system performs
descriptor matching with the previous image. For each key
point, this process looks for a correspondence in the previ-
ous frame. If enough correspondences are found, the system
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calculates a rigid-body transformation to represent the camera
motion. This transformation provides an initial guess for the
vehicle’s pose. After that, the pose is refined by a process
named motion-only Bundle Adjustment.

From the input frame, the tracking algorithm extracts a set
of ORB descriptors. The machine then compares descriptors
with the prior image. This procedure looks for a match in
the previous frame for each key point. The system calculates
a rigid-body transformation to represent the camera motion
if enough correspondences are detected. This transformation
yields a first guess about the vehicle’s position. After that, a
method known as motion-only Bundle Adjustment is used to
fine-tune the position.

Let R ∈ SO(3) and t ∈ R3 be the camera rotation and
translation respectively. The motion-only Bundle Adjustment
algorithm optimizes these two variables by minimizing the
reprojection error between matched 3D points Xi ∈ R3 in
world coordinates and keypoints xi

(.), either monocular xi
m ∈

R2 or stereo xi
s ∈ R3, with i ∈ X the set of all matches:

{R, t} = argmin
R,t

∑
i∈X

ρ

(∥∥∥xi
(.) − π(.)(RXi + t)

∥∥∥2
Σ

)
(3)

where ρ is the Huber cost function and Σ the covariance matrix
associated to the scale of the keypoint. The projection function
π(.) is defined by (4) in the monocular case, and by (5) for
stereo cameras.

πm

XY
Z

 =

[
fx

X
Z + cx

fy
Y
Z + cy

]
(4)

πs

XY
Z

 =


fx

X
Z + cx

fy
Y
Z + cy

fx
X−b
Z + cx

 (5)

where fx, fy are the camera’s focal lengths, cx,cy the principal
points and X,Y, Z the matched keypoint world coordinates.

If the system is unable to locate sufficient matches, tracking
is considered lost, and relocalization techniques are required
to recover it.

Indirect techniques exhibit suboptimal performance in two
scenarios: Texture-less environments and repetitive scenarios.
Because of the low gradients in the scene, the former prevents
feature extraction techniques from working. The latter con-
fuses the loop closure thread because all of the images appear
to be from the same location.

Hybrid V-SLAM methods are a third type of V-SLAM
system that aims to combine the benefits of direct and indirect
approaches [160], [161]. To support direct image alignment
methods, this systems rely on the robustness of feature match-
ing, giving them the name of semi-direct because of this [41],
[162], [163]. In most of the cases, hybrid approaches match
the performance of direct and indirect methods. They do not,
however, bring about a significant increase in accuracy.

V. THE INFLUENCE OF ARTIFICIAL INTELLIGENCE IN
CURRENT SLAM SYSTEMS

Artificial intelligence (AI) and particularly deep learning
algorithms, have gained great popularity among academics

from different disciplines. This section discusses the influence
of AI on the development of algorithms for SLAM.

A. Feature Extraction Process

After being appropriately trained, one of the fundamental
strengths of neural networks is their capacity to generate an
output with a single pass of information. To accomplish this,
researchers have diligently focused on training networks for
image feature extraction. This approach seeks to efficiently
incorporate iterative algorithms into the network’s internal
weights, leading to a reduction in computational time [156],
[157].

SuperPoint [155] is a fully-convolutional neural network
trained in a self-supervised manner able to extract SIFT-like
key points and their corresponding descriptors from the image.
Another example is the Learned Invariant Feature Transform
(LIFT) network [164]. LIFT was end-to-end trained to per-
form the full feature extraction process: detection, orientation
estimation, and feature description. It produces descriptor
vectors, which served as the foundational components for
LIFT-SLAM [49].

In terms of integration of deep features, DxSLAM [165]
showed that feature extraction with deep convolutional neu-
ral networks (CNNs) can be seamlessly incorporated into a
modern SLAM framework. It utilized a state-of-the-art CNN
to detect keypoints in each image frame and to give not only
keypoint descriptors, but also a global descriptor of the whole
image. These local and global features are then used by differ-
ent SLAM modules, resulting in much more robustness against
environmental changes and viewpoint changes compared with
using the hand-crafted features

Weyand et al. harnessed this capability to develop PlaNet,
a network capable of geolocating outdoor images anywhere
on Earth [166]. In this system, localization is approached
as a classification problem, where the world is partitioned
into discrete cells. When an image is fed into the network,
it computes the likelihood that it corresponds to a particular
location.

B. Loop Closure Detection

Conventional methods for loop closure detection face chal-
lenges in distinguishing between two locations with subtle
differences. Additionally, an error in the loop closure mod-
ule could potentially lead to the complete loss of the map.
These limitations, combined with developments in machine
learning, have encouraged researchers to examine data-driven
approaches as a complement to existing SLAM systems [15],
[167].

It has been demonstrated that the intermediate layers of a
deep network can extract information from the inputs that
allows for a more accurate characterization of them. In this
way, this information can be used to enhance the performance
of loop closure detection algorithms. An illustrative instance of
this concept can be found in [168] where the authors combined
the output of a CNN-based loop closure detection block with
the output of traditional sequence-based matching algorithm
to handle the viewpoint and condition variance problem.
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While the Bag of Words (BoW) algorithm plays a pivotal
role in many Loop Closure Detection (LCD) strategies, re-
searchers have been actively exploring ways to enhance or
replace it. Memon et al. [169] proposed a solution to speed-
up the process of LCD in long trajectories. They combine
supervised and unsupervised learning methods to compare
scenes faster. On one front, they employ an autoencoder
architecture to determine whether the current scene has been
previously visited. If the scene has been encountered before,
the autoencoder’s reconstruction error falls below a predefined
threshold, identifying the current frame as a loop closure
candidate. Concurrently, they introduce the concept of a "su-
perdictionary" that works in tandem with the BoW dictionary
to mitigate the risk of overlooking genuine loop closures.
This innovative approach aims to improve the efficiency and
accuracy of loop closure detection."

In contrast, Gao et al. [170] proposed a transition from the
traditional BoW method to a denoising auto-encoder (SDA),
a multi-layer neural network designed to autonomously learn
a compressed representation from raw input data. In this
approach, newly generated keyframes are introduced as inputs
to the SDA, which generates a feature response. Subsequently,
a similarity metric is computed with respect to previous
keyframes to determine the presence of a loop.

C. Pose Estimation

Pose estimation techniques have undergone a remarkable
transformation, thanks to the advancements in neural networks
and deep learning. One of the most important contributions
to pose estimation with neural networks is the seminal work
by Kendall et al. [171]. The PoseNet network outputs the
camera pose p = [x,q], given by a 3D translation vector x
and a rotation vector represented by quaternion q. To obtain
the camera pose, the authors propose to jointly optimize a
translation related term Lx and a rotation term Lq defined as:

Lx = ∥x̂− x∥2 Lq = ∥q̂− q∥2 (6)

where x,q are ground truth and x̂, q̂ are the values estimated
by the net. These two elements are combined into a single
Euclidean loss function to be minimized, expressed by

L = Lx + βLq , (7)

where β is a scale factor. Analogously, Walch et al. [172]
proposed to regress the camera pose wit a combination of
CNN+LSTM networks. They add four LSTM units at after
the last fully connected layer of a GoogLeNet, and train the
network with (7).

The pose estimation obtained by PoseNet can be improved
if the fixed parameter β in (7) is replaced with trainable
parameters [173]. The resulting loss function is (8), where
ŝx and ŝq are learnable parameters for translation and rotation
respectively.

L = Lx exp(−ŝx) + ŝx + Lq exp(−ŝq) + ŝq (8)

Recent studies in pose estimation utilize multiple data
sources. DeepICN [174], for instance, employs RGB and depth
data as inputs for the inverse compositional algorithm (ICA) to

estimate relative pose. The authors proposed a modification to
the ICA where the image feature extraction and optimization
information are learned by the neural networks. An et al.
proposed in [175] a visual-LiDAR odometry with a multi-
channel recurrent convolutional neural network (RCNN). This
method fuses RGB images and LiDAR data to estimate the
pose. A hybrid architecture consisting of CNN and multiple
BiLSTM layers is proposed in [176]. HVIOnet is an end-to-
end trained hybrid network that allows to combine raw camera
and raw IMU measurements for position estimation. A key
aspect of this work is that by taking raw measurements it
eliminates the need for camera calibration adjustments.

D. Depth Perception to Improve Pose Estimation
In the context of Simultaneous Localization and Mapping

(SLAM), the utilization of neural networks for depth pre-
diction contributes significantly to pose estimation. Neural
networks have proven to be an effective method for accom-
plishing this goal and overcoming the limitations of monocular
cameras in terms of depth perception [177]–[180]. Yang et
al. proposed using monocular images to do stereo depth
prediction, in order to improve odometry estimations [134].
UnDeepVO (Visual Odometry through Unsupervised Deep
learning), on the other hand, is a neural network-based system
that can generate a depth map and 6-DoF pose estimation for
a monocular image [181].

SfMLearner (Structure from Motion Learner), for instance,
implements a direct image alignment method augmented by
depth measurements [182]. This approach concurrently de-
ploys a Depth CNN and a PoseNet network, with the former
generating a depth map from monocular imagery and the latter
determining camera pose. A similar strategy is seen in the
CNN SLAM framework [183], where a predicted dense depth
map is fused with depth values estimated by a monocular
SLAM system called LSD-SLAM [145]. This integration helps
address a common challenge in monocular SLAM: scale
estimation.

Inspired by the parallel structure of SfMLearner [182],
Yang et al. introduced D3VO (Deep Depth, Deep Pose, and
Deep Uncertainty for Monocular Visual Odometry), a SLAM
system primarily based on neural networks [148]. D3VO
employs a Depth CNN to calculate pixel-wise photometric
uncertainty in input images, thereby enhancing the accuracy
of depth estimation. The system is further equipped with pose
refinement and map optimization modules.

In a different approach detailed in [184], the authors propose
a bundle adjustment network (BANet) capable of jointly
optimizing the map and camera poses through a differentiable
Levenberg–Marquardt algorithm. In order to achieve this goal,
the system initially generates several basis depth maps ac-
cording to the input image, and optimizes the final depth as
a linear combination of these basis depth maps using feature-
metric bundle adjustment. At the same time, a feature pyramid
constructor generates multi-scale feature maps. These depth
and feature maps are then fed into the bundle adjustment layer
to refine both the camera pose and map estimation.

Traditional direct image alignment algorithms use all pixels
to optimize the pose estimation. However, not all pixels con-
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tribute to the convergence of the optimizer. FlowNorm [185]
introduces an optical flow graph to identify pixels that have
a poor impact on optimizer convergence. These pixels are
assigned smaller weights, thereby expanding the convergence
range of the optimization process.

E. NNs and LiDAR Measurements

Artificial intelligence algorithms are also being used in
LiDAR-based techniques [186], [187]. Spampinato et al. pro-
posed a sequential convolutional NN that determines the robot
pose given two consecutive laser scans [188]. This network
outputs a vector T = [∆x,∆y,∆α], where ∆x and ∆y are
the translation coefficients and ∆α the rotation coefficient.
Chen et al. on the other hand, proposed the OverlapNet for
loop closure detection [189]. This two-legged network can
estimate the percentage of overlap between two consecutive
laser scans. According to the authors, a threshold based on
the overlap percentage can be used to determine whether two
LiDAR scans are in the same location and/or whether a loop
closure can be performed.

At the same time, Lu et al. presented L3-net (Learning based
LiDAR Localization), a global localization method based on
3D convolutions [190]. L3-net is comprised of three neural
networks. A PointNet is used to extract feature descriptors
first. Then, the ideal pose is calculated using a combination
of a CNN and a recurrent neural network (RNN). Similar
to L3-net, DeepLo (Deep LiDAR Odometry) combines the
action of two neural networks. A VertexNet is used to extract
features from LiDAR scans, and a PoseNet to estimate the
6-DoF camera pose [191].

F. Aiding VI SLAM

Long Short-Term Memory neural networks are well-known
for their ability to classify, process, and predict data from time
series. As a result, they’re suitable for processing inertial mea-
surements. This feature is used in Visual-Inertial techniques to
combine IMU and camera information [192], [193].

Several approaches stand out among Visual-Inertial method-
ologies. VINet, for instance, combines LSTM and convolu-
tional networks to perform motion estimation [194]. Similarly,
DeepVIO [195] consists of a CNN for image flow calculations,
an LSTM for IMU measurements processing, and fully con-
nected layers for data fusion. This integrated design enables
the system to concurrently compute continuous trajectories by
leveraging monocular images and IMU data.

However, LSTMs are note the only option. In [196],
Shamwell et al. presented VIOLearner, a system that forgoes
the use of LSTMs and instead employs Convolutional Neural
Networks for multiple instances of pose refinement. This
approach demonstrates the diverse strategies employed within
the field of Visual-Inertial techniques for enhancing pose
estimation and trajectory tracking.

In recent times, advanced systems have emerged as cutting-
edge solutions. In their study [197], Aslan et al. introduced
VIIONet (Visual-Inertial Image-Odometry Network), a sophis-
ticated end-to-end trained system designed for estimating the
pose of an Unmanned Aerial Vehicle (UAV). The system

initially takes image and IMU measurement inputs to generate
both camera optical flow (OF) frames and IMU-OF frames.
This information is processed separately by two Inception
V3 [198] networks to extract abstract features, which are
subsequently used in the final step of pose regression. In
contrast, SelfVIO (Self-supervised deep learning-based VIO)
performs camera pose estimation and depth map recovery in
a self supervised way [199]. By using adversarial training and
self-adaptive visual–inertial sensor fusion, this system, learns
the joint estimation of 6-DoF ego-motion and a depth map of
the scene from unlabelled monocular RGB image sequences
and inertial measurement unit (IMU) readings.

G. Semantic Image Segmentation

Recent advances in computing power have opened up a
new source of data: Semantic image segmentation. Semantic
segmentation is a task that involves labeling categories at the
pixel level of an image, and it has direct applications in the
field of computer vision [200], [201].

SLAM systems can benefit from a more comprehensive
understanding of the scene, achieved through the incorpora-
tion of data on static/dynamic behavior and object classifi-
cation [202]–[204]. Take, for instance, VLocNet++ (Visual
Localization Network), which introduces an additional term to
the loss function (8) that directly accounts for image semantic
information [205]. This strategy allows to add geometric and
semantic knowledge of the world into the pose regression
network.

Jin et al. propposed to add semantic information to the
multi-view geometry method in the tracking thread of ORB-
SLAM2 to filter out feature points belonging to dynamic
objects in the environment [206]. To maintain consistent
performance in real-world scenarios, their system underwent
training using adversarial transfer learning techniques to mit-
igate potential performance degradation within the semantic
segmentation network.

Furthermore, Zhao et al. introduced a novel system in [207],
known as KSF-SLAM (Key Segmentation Frame-based Se-
mantic SLAM), designed for dynamic environments. This
system implements a frame selection strategy to determine
whether image segmentation is required in the current frame.
This optimization approach results in a reduced computational
load, as it minimizes the frequency of segmentation proce-
dures.

H. Mapping

The map generated by SLAM systems that integrate arti-
ficial intelligence typically benefits indirectly. Consequently,
it is challenging to identify articles that specifically con-
tribute to this component of the system. Nevertheless, certain
noteworthy contributions can be highlighted. Valada et al.
proposed to modify the equation (8) to integrate the relative
motion between the current image and the previous predicted
pose [208]. This modification helps to maintain the consistency
of the map. Fusion++ uses object-level SLAM to produce a
more comprehensive map representation [209]. As a result,
a 3D map containing reconstructed objects in the scene is
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generated, allowing the user to better understand the scene
observed by the robot. Lastly, it is noteworthy to mention
the groundbreaking research by Sucar et al. in [210]. Their
work on iMAP (Implicit Mapping and Positioning) introduces
a cutting-edge real-time SLAM system. iMAP leverages an
implicit neural scene representation and is capable of jointly
optimizing a full 3D map and camera poses. A particularly
salient feature of this system is its capacity for real-time
training, achieved without the reliance on prior data.

I. Practical Considerations About Using AI in SLAM

1) Hardware Resources: The implementation of neural
networks requires careful consideration of hardware com-
ponents to ensure efficient and effective operation. Firstly,
the choice of the central processing unit (CPU) or graphics
processing unit (GPU) plays a pivotal role. While CPUs are
versatile and suitable for many tasks, GPUs excel in parallel
processing, making them particularly well-suited for deep
learning tasks.

Memory capacity is another critical aspect, as large neural
networks require substantial memory resources. High-speed
RAM, such as Graphics Double Data Rate (GDDR) memory
for GPUs, is vital for rapid data access during training and
inference. Additionally, storage solutions with fast read and
write speeds are essential for managing large datasets. Special-
ized hardware accelerators, like tensor processing units (TPUs)
or field-programmable gate arrays (FPGAs), are emerging as
dedicated options for neural network tasks.

Finally, it is noteworthy that the majority of AI research
applied to SLAM is conducted using desktop computers,
while the intended deployment targets mobile robots. This
presents a noteworthy challenge given the power limitations
of autonomous systems. Systems incorporating diverse data
sources or employing complex deep neural networks may
demand substantial computational and thermal management
capabilities to achieve real-time operation and high precision.
Nonetheless, greater computational capacity corresponds to
increased power consumption. Conversely, reduced compu-
tational capacity reduces power consumption but imposes
limitations on the volume of data the system can effectively
handle. Consequently, there is a need to calibrate accuracy
and timing objectives accordingly. This inherent trade-off is
explored further in [133], where multiple systems are evaluated
across various hardware platforms.

2) Training Sets, Generalization, and Learning Strategies:
Data preparation is a crucial step in the training of neural
networks. The selected training set (images, IMU readings,
LiDAR measurements, etc.) must strike a delicate balance.
It should span a diverse array of scenarios that the system
might encounter during operation, while also minimizing the
computational time required for training. The system’s ability
to generalize effectively in real-world scenarios highly depends
on the careful selection of a training dataset.

Generalization poses a challenge when employing neural
networks in general, and particularly within the context of
SLAM systems. For instance, consider the PLD-SLAM sys-
tem discussed in Section III-C2. Within its architecture, it

incorporates a dynamic object detection module based on
MobileNet [129], [203]. Nevertheless, MobileNet is limited
to classifying a finite number of objects. Any dynamic ob-
ject not included during the training phase may encounter
misclassification, consequently leading to a decline in system
performance.

Similarly, CNN-SVO (CNN Sparse Visual Odometry) [225]
serves as another illustration. This system leverages CNNs
to reduce pose estimation uncertainty, aiming to enhance
the overall algorithmic performance of the original SVO.
While it exhibits strong performance when tested with the
training dataset, its performance diminishes when subjected
to unfamiliar datasets.

However, in recent years, researchers have actively explored
alternatives to address this issue. The primary focus was
centered on novel network training strategies, giving rise to
solutions such as Unsupervised Learning or Self-Supervised
Learning [134], [196], [199], Adversarial Training [206], and
Reinforcement Learning [226].

VI. METHODS COMPARISON

This section provides a performance comparison of the
diverse systems analyzed in this article. We begin by outlining
practical considerations for implementing SLAM systems,
followed by a concise explanation of the selected metrics for
system comparison. We then proceed to present performance
comparison tables.

A. Practical Details of SLAM Systems Implementation

1) Operating System and System Requirements: While
this may appear evident, given the rapid pace of technological
advancement, verifying the operating system version on which
a system is developed is a necessary first step in imple-
mentation. The selection of the operating system significantly
impacts crucial aspects such as the required library versions
and the specific ROS (Robot Operating System) version being
employed.

Take ORB-SLAM as an example. Suppose you want to
implement and test the system exactly as the authors have
published it on their Github page (https://github.com/raulmur/
ORB_SLAM). In the system description, the authors delineate
the testing environment, which included Ubuntu 12.04 with
ROS versions Fuerte, Groovy, and Hydro, as well as Ubuntu
14.04 with ROS Indigo. Furthermore, the system is compatible
with OpenCV library version 2.4. It’s essential to note that if,
during your implementation, any of these specified libraries are
no longer accessible, the system may not work as intended.

Another seemingly trivial yet indispensable factor is the
evaluation of the hardware prerequisites of the system. While
numerous existing developments have undemanding prereq-
uisites, this aspect becomes paramount when implementing
SLAM in embedded systems. Systems involving computations
like image segmentation or those utilizing artificial intelligence
have specific hardware needs that must be taken into account.

https://github.com/raulmur/ORB_SLAM
https://github.com/raulmur/ORB_SLAM
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TABLE I
COMMONLY USED DATASETS FOR SLAM

Dataset Year Sequences Path Length Ground Truth GPS IMU Laser Scans Image Scenario Source

KITTI 2012 22 50 km Yes Yes Yes Yes Stereo Grayscale 1392x512 @ 10 fps Outdoor [211]
Stereo RGB 1392x512 @ 10 fps

EuRoC 2016 11 0.9 km Yes No Yes No Stereo Grayscale 752x480 @ 20 fps Indoor [212]
RobotCar 2015 - 1010.46 km No No Yes Yes Stereo RGB 1280x960 Outdoor [213]

Monocular Grayscale 1024x1024
TUM RGB-D 2012 39 0.514 km Yes No No No Monocular RGB-D 640x480 @30 fps Indoor [214]
TUM Mono 2016 50 - Yes No No No Monocular Grayscale 1280x1024 @ 20-50 fps Indoor/ Outdoor [215]
TUM VI 2018 28 20 km Yes No Yes No Monocular Grayscale 1024x1024 @ 20 fps Indoor/ Outdoor [216]
Málaga 2009 6 6 km Yes Yes Yes Yes Stereo RGB 1024 x 768 @ 7.5 fps Outdoor [217]
Ford Campus 2011 - 6 km Yes Yes Yes Yes Omnnidirectional RGB 1600 x 600 @ 8 fps Outdoor [218]
ICL NUIM 2014 8 < 1 km Yes No No No Monocular RGB-D - Indoor Artificial [219]
Michigan North Campus 2013 27 147.4 km Yes Yes Yes Yes Omnidirectional RGB 1600X200 @ 5fps Indoor/ Outdoor [220]
MIT Sata 2012 42 km Yes No Yes Yes Monocular RGB-D - Indoor [221]

Stereo RGB
7 scenes 2013 7 - Yes No No No Monocular RGB-D 640x480 @30fps Indoor [222]
Málaga Urban 2014 15 36.8 km No Yes Yes Yes Stereo RGB 1024 x 768 @ 20 fps Outdoor [223]
MIT DARPA 2010 3 90 km Yes Yes Yes Yes Stereo RGB 376 x 240 @ 10 fps Outdoor [224]

Mono RGB 752 x 480 @ 22.8 fps

2) Required Sensors: While SLAM systems explicitly state
this condition (visual, visual-inertial, lidar SLAM, etc.) a
priori, it’s crucial to delve into the details. Unfortunately, this
often entails carefully evaluating the code, as the system may
internally require proprietary libraries or specific drivers.

One way to address this is to opt for systems that publish
measurements as ROS topics. This simplifies the replacement
of sensors within the system. All you need to do is ensure that
the new sensor publishes a topic with the same name as the
original.

B. Accuracy Metrics

To evaluate the performance of any SLAM system, it is
necessary to have evaluation metrics. There are two main ways
to estimate the accuracy of a SLAM system: the relative pose
error (RPE) and the absolute trajectory error (ATE). The RPE
measures the local accuracy over a fixed time interval ∆, while
the ATE measures the global consistency of the estimated
trajectory.

Given a sequence of poses from the estimated trajectory
P1, ...,Pn ∈ SE(3) and from the ground truth trajectory
poses Q1, ...,Qn ∈ SE(3), the RPE at time step i is defined
as

Ei =
(
Q−1

i Qi+∆

)−1 (
P−1

i Pi+∆

)
(9)

From a sequence of n poses, m = n−∆ individual RPEs can
be obtained. Taking into account these errors, the root mean
squared error (RMSE) over all time indices of the translational
and rotational components of (9) is calculated as

RMSE(E1:n,∆)trans =

√
1

m

∑m
i=1 ∥trans(Ei)∥2

RMSE(E1:n,∆)rot =

√
1

m

∑m
i=1 ∥rot(Ei)∥2

(10)

These two values help to determine the precision of SLAM
systems in terms of both translation and rotation errors. The
translational and rotational components of the RPE will be
referred to as trel and rrel, respectively, in the following
notation.

Unlike the RPE, the ATE computes the absolute distances
between points in the estimated and ground truth trajectories.
It is a global measurement that needs both trajectories being
aligned in the same coordinate frame beforehand. One way
to achieve this goal is to use the Horn method [227], which
finds the rigid-body transformation P that maps the estimated
trajectory S1:n onto the ground truth trajectory Q1:n.

Given a rigid body transformation between the estimated
trajectory and the ground truth data, the ATE at time step i
can be computed as

ATEi = Q−1
i SPi (11)

Analogous to the RPE, the RMSE value of (11) is calculated.
However, this time only the translational component is con-
sidered.

ATERMSE =

√√√√ 1

n

n∑
i=1

∥trans(ATEi)∥2 (12)

C. Available Datasets

A SLAM dataset includes a number of trajectories recorded
in different scenarios. The measurements acquired by a variety
of sensors throughout the execution of the trajectories are
different for each dataset. Researchers can use this information
to develop and test their algorithms. The obtained results are
compared to the reference data provided by the dataset (also
referred as ground-truth) through the use of accuracy metrics.

A SLAM dataset contains numerous trajectories recorded
across diverse scenarios, storing measurements from different
sensors. Researchers leverage this data to develop and test
their algorithms. Once their system is tested, they can compare
their results to the reference data provided by the dataset (also
referred as ground-truth) through the use of accuracy metrics.
Therefore, it is important to take into account how many
datasets are available and what types of data they contain.
Table I lists the properties of some of the most popular SLAM
datasets.

The Karlsruhe Institute of Technology and Toyota Techno-
logical Institute dataset (KITTI) is one of the most widely used
for SLAM applications [211]. It covers around fifty kilometers
of a urban environment, divided in twenty-two sequences. This
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TABLE II
MEDIAN 6D LOCATION ERROR FOR 7 SCENES DATASET

SEQUENCES∗

System Measure Chess Fire Heads Office Pumpkin Kitchen Stairs

DSAC1 [228]
Trans. [m] 0,020 0,040 0,030 0,040 0,050 0,050 1,170
Rot. [deg] 1,20 1,50 2,70 1,60 2,00 2,00 33,10

DSAC ++ [229]
Trans. [m] 0,020 0,020 0,010 0,030 0,040 0,040 0,090
Rot. [deg] 0,50 0,90 0,80 0,70 1,10 1,10 2,60

VLocNet [208]
Trans. [m] 0,036 0,039 0,046 0,039 0,037 0,039 0,097
Rot. [deg] 1,71 5,34 6,64 1,95 2,28 2,20 6,48

VLocNet ++ [205]
Trans. [m] 0,023 0,018 0,016 0,024 0,024 0,025 0,021
Rot. [deg] 1,44 1,39 0,99 1,14 1,45 2,27 1,08

PoseNet [171]
Trans. [m] 0,320 0,470 0,290 0,480 0,470 0,590 0,470
Rot. [deg] 4,06 7,33 6,00 3,84 4,21 4,32 6,93

* Best results for each sequence in Bold.
The symbol ’-’ stands for no results reported and ’X’ for tracking failure.

1 Data extracted from [229].

dataset provides information from GPS, IMU, laser scanners
and stereo images (both in color and grayscale). Additionally,
the sequences are separated for training (00-10) and testing
(11-22). It also provides accurate ground truth, making it
suitable for all kinds of SLAM systems.

In the context of the European Robotics Challenge (EuRoC),
a dataset for visual inertial systems was recorded with a
micro-aerial vehicle (MAV) [212]. The EuRoC MAV dataset
contains eleven sequences, ranging from slow flights under
good visual conditions to dynamic flights with motion blur and
poor illumination. The available information includes raw IMU
measurements, stereo grayscale images and 6-DOF gruond
truth poses, recorded in an indoor industrial area.

Recent neural network-based systems are being tested on
the Microsoft 7-scenes dataset [222]. It contains 7 sequences
recorded in different indoor environments with a handheld
Kinect RGB-D camera. Also, it offers ground truth poses for
every frame. This set up makes it a suitable platform for neural
network-based algorithms with depth prediction.

D. Comparison Tables

This section presents tables containing performance data for
the SLAM systems discussed in this article. Only works who
reported objective (i.e. numeric) results were considered to
draw comparison tables. Those with qualitative and graphical
results were excluded. Simulations were not conducted; in-
stead, the tables were populated with data directly extracted
from the original publications of the respective systems. It’s
important to note that any alteration in this approach is clearly
stated inside the tables.

Best results are emphasized with bold numbers for trans-
lation and underlined numbers for rotation. The ’-’ symbol
denotes sequences where the system failed to report results,
whereas the "X" denotes sequences where tracking was lost.

Table II allows to compare the performance of neural
network-based methods on the Microsoft 7-scenes dataset. The
accuracy of the results is determined by the median pose error
acquired after each sequence has been executed.

Although there isn’t much difference between the perfor-
mance of the different systems, the best overall performance
can be attributed to VLocNet++. This could be caused by the
extra term in the training loss function of this system, that takes
into account semantic information when estimating pose.

When evaluating systems using the KITTI dataset re-
searchers prefer to use only the training sequences (00-10).
This is related to the KITTI Benchmark Suite’s proposal to
use testing sequences to develop a performance ranking [230].
LOAM and V-LOAM are the highest performers in the KITTI
Benchmark Suite among the systems evaluated in this article
at the time of publication. However, because the authors did
not publish quantitative results of the system’s accuracy in the
original article, they are not included in the comparison tables.

Table III shows the systems that provided results for the
KITTI dataset’s training sequences in terms of the ATE.
Looking at the table, it is easy to notice that most systems
don’t present data for KITTI sequence 01 or lose track of it.
This could be related to the fact that Sequence 01 is a highway
with a limited number of trackable close objects.

The best results were obtained by Log-SLAM, which has
the most constant performance. However, the results for se-
quences 01, 03, 04, 05, 06, and 10 were not presented by
the authors. The LIFT-SLAM results and Ali’s proposal stand
out among those who finish all of the sequences. It is also
worth mentioning that, while Ali’s LiDAR SLAM technique
completes all of the sequences, its error rate is considerable
when compared to the results obtained by other algorithms.

Systems that reported results for the training sequences of
the KITTI dataset in terms of the RPE are listed in Table IV
(next page). Results for the SfM Learner algorithm were
extracted from [146], whereas for ORB-SLAM 2, data was
taken from [49].

DeepLo has the best overall performance for the KITTI
sequences 00-10. Nevertheless, these results should be read
carefully. DeepLo is a neural network-based system that
was trained using the 00-08 sequences. This explains his
performance in these sequences. Furthermore, as shown by the
results for sequences 09 and 10, the system seems unable to
generalize to other cases. In light of this, the table additionally
includes the second best results for sequences 00-08.

The RMSE of the absolute trajectory error is the standard
metric for evaluating the performance of a system in the
EuRoC MAV dataset (RMSE ATE). Table V lists the systems
that submitted data for this dataset. It is clear that all systems
perform consistently and produce similar outputs. However,
the proposal of Luo et al. and visual-inertial ORB-SLAM 3
showed the best results.

The evaluation of processing time for SLAM systems is
beyond the scope of this paper. However, time response
can be critical for rescue and assistance applications, which
require real-time data analysis. In this way, a trade-off between
three critical aspects must be found: power consumption, time
response and accuracy.

Systems that use a multiple data sources (e.g., images,
inertial measurements, semantics, etc.) may require a large
computational capacity. If high degrees of accuracy and real-
time operation are desired, the developer must keep in mind
that higher computational capacity means more power con-
sumption. Also, whether or not a SLAM system can be placed
on a robot is determined by its power consumption.

Reduced computing capacity, on the other hand, demands
lower power consumption while limiting the quantity of data
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TABLE III
SYSTEMS WHO REPORTED RESULTS ON THE KITTI SEQUENCES 00-10 IN TERMS OF THE ABSOLUTE TRAJECTORY

ERROR (ATE). VALUES EXPRESSED IN METERS∗

KITTI Sequence

Approach 00 01 02 03 04 05 06 07 08 09 10

LSD-SLAM 1 [145] 0,471 - 0,648 - - - - 4,321 0,798 3,013 -
LoG-SLAM [167] 0,233 - 0,288 - - - - 1,316 0,233 0,716 5,022
D3VO [148] - 1,070 0,800 - - - 0,670 - 1,000 0,780 0,620
CNN-SVO [225] 17,527 X 50,512 3,459 2,441 8,151 11,509 6,514 10,976 10,687 4,835
DSO 2 [40] 113,184 - 116,811 1,394 0,422 47,461 55,617 16,719 111,083 52,225 11,090
LDSO [147] 9,322 11,680 31,980 2,850 1,220 5,100 13,550 2,960 129,020 21,640 17,360
LIFT-SLAM3 [49] 9.84 X 34.23 0.97 0.42 11.5 16.58 3.98 82.61 54.91 30.34
Ali et. al [67] 6,982 18,779 13,733 1,481 0,810 3,697 3,258 3,093 11,473 5,659 4,379
ORB-SLAM [33] 5,33 X 21,28 1,51 1,62 4,85 12,34 2,26 46,68 6,62 8,80

* Best results for each sequence in Bold.
The symbol ’-’ stands for no results reported and ’X’ for tracking failure.

1 Large-Scale Direct SLAM. Data extracted from [167]
2 Data extracted from [225]
3 Results correspond to the LIFT-SLAM Fine tuned With EuRoC version of the algorithm.

TABLE IV
SYSTEMS WHO REPORTED RESULTS ON THE KITTI SEQUENCES 00-10 IN TERMS OF THE RELATIVE POSE ERROR

(RPE)∗

KITTI Sequence
System Measure 00 01 02 03 04 05 06 07 08 09 10

Stereo DSO [146] trel % 0,84 1,43 0,78 0,92 0,65 0,68 0,67 0,83 0,98 0,98 0,49
rrel [deg/m] 0,26 0,09 0,21 0,16 0,15 0,19 0,2 0,36 0,25 0,18 0,18

DVSO [134] trel % 0,71 1,18 0,84 0,77 0,35 0,58 0,71 0,73 1,03 0,83 0,74
rrel [deg/m] 0,24 0,11 0,22 0,18 0,06 0,22 0,2 0,35 0,25 0,21 0,21

SFMLearner1 [182] trel % 66,35 35,17 58,75 10,78 4,49 18,67 25,88 21,33 21,9 18,77 14,33
rrel [deg/m] 6,13 2,74 3,58 3,92 5,24 4,1 4,8 6,65 2,91 3,21 3,3

DeepVIO [195] trel % 11,62 - 4,52 - - 2,86 - 2,71 2,13 1,38 0,85
rrel [deg/m] 2,45 - 1,44 - - 2,32 - 1,66 1,02 1,12 1,03

VIOLearner [196] trel % 1,5 - 1,2 - - 0,97 - 0,84 1,56 2,27 2,74
rrel [deg/m] 0,61 - 0,43 - - 0,51 - 0,66 0,61 1,52 1,35

DeepLO [191] trel % 0,32 0,16 0,15 0,04 0,01 0,11 0,03 0,08 0,09 13,35 5,83
rrel [deg/m] 0,12 0,05 0,05 0,01 0,01 0,07 0,07 0,05 0,04 4,45 3,53

SuMa [64] trel % 0,7 1,7 1,1 0,7 0,4 0,5 0,4 0,4 1 0,5 0,7
rrel [deg/m] 0,3 0,5 0,4 0,5 0,3 0,2 0,2 0,3 0,4 0,3 0,3

ORB-SLAM [33] trel % 4,46 X - 9,75 3,71 3,35 8,11 7,43 12,16 26,51 8,65
rrel [deg/m] 3,28 X - 2,78 2,15 3,57 2,88 3,58 3,05 11,13 3,62

LIFT-SLAM2 [49] trel % 3,49 X 9,84 0,86 2,22 5,35 7,05 2,6 28,99 19,16 9,81
rrel [deg/m] 2,63 X 2,1 0,46 0,5 1,91 2,36 3,64 1,95 2,08 2,2

Stereo LSD-SLAM [137] trel % 0,63 2,36 0,79 1,01 0,38 0,64 0,71 0,56 1,11 1,14 0,72
rrel [deg/m] 0,26 0,36 0,23 0,28 0,31 0,18 0,18 0,29 0,31 0,25 0,33

ORB-SLAM 23 [35] trel % 0,7 1,39 0,76 0,71 0,48 0,4 0,51 0,5 1,05 0,87 0,6
rrel [deg/m] 0,25 0,21 0,23 0,18 0,13 0,16 0,15 0,28 0,32 0,27 0,27

MVL-SLAM3 [175] trel % 2,53 3,76 3,95 2,75 1,81 3,49 1,84 3,27 2,75 3,7 4,65
rrel [deg/m] 0,79 0,80 1,05 1,39 1,48 0,79 0,83 1,51 1,61 1,83 0,51

* Best results for each sequence in Bold.
The symbol ’-’ stands for no results reported and ’X’ for tracking failure.

1 Data extracted from [146].
2 Results correspond to the LIFT-SLAM Fine tuned With EuRoC version of the algorithm.
3 Data extracted from [49].
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TABLE V
ABSOLUTE TRAJECTORY ERROR (RMSE) FOR EUROC DATASET SEQUENCES∗

System V1_01 V1_02 V1_03 V2_01 V2_02 V2_03 MH_01 MH_02 MH_03 MH_04 MH_05

LoG-SLAM [167] 0,031 0,018 0,031 - - - 0,041 0,026 0,210 0,087 0,057
D3VO [148] - - 0,110 - 0,050 0,190 - - 0,080 - 0,090
LIFT-SLAM1 [49] 0,100 - 0,370 - - - 0,117 0,062 0,053 - -
ORB-SLAM 2 [35] 0,035 0,020 0,048 0,037 0,035 - 0,035 0,018 0,028 0,119 0,060
LSD-SLAM [145] 0,066 0,074 0,089 - - - - - - - -
LCSD-SLAM [163] 0,099 0,111 0,825 0,114 0,191 0,238 0,039 0,036 0,045 0,074 0,060
Kimera (RPGO) [110] 0,050 0,110 0,120 0,070 0,100 0,190 0,080 0,090 0,110 0,150 0,240
SVL (Visual) [162] 0,097 0,108 - - - - 0,046 0,045 - - -
Luo et al. [41] 0,036 0,035 0,139 0,026 0,036 - 0,018 0,015 0,039 0,093 0,054
OKVIS [48] 0,090 0,200 0,240 0,130 0,160 0,290 0,160 0,220 0,240 0,340 0,470
VINS-Mono [114] 0,068 0,084 0,190 0,081 0,160 0,220 0,120 0,120 0,130 0,180 0,210
ORB-SLAM Atlas [38] 0,036 0,022 0,051 0,034 0,028 0,218 0,036 0,021 0,026 0,103 0,054
VI-SLAM [34] 0,027 0,028 X 0,032 0,041 0,074 0,075 0,084 0,087 0,022 0,082
ORB-SLAM 3 (Stereo+IMU) [39] 0,038 0,014 0,024 0,032 0,014 0,024 0,036 0,033 0,035 0,051 0,082
VINS-Fusion (Mono+IMU) [115] 0,060 0,090 0,180 0,060 0,110 0,260 0,180 0,090 0,170 0,210 0,250
ROVIO [111] 0,100 0,100 0,140 0,120 0,140 0,140 0,210 0,250 0,250 0,190 0,520
SVO(Edgelets+prior) [161] 0,040 0,040 0,070 0,050 0,090 0,790 0,040 0,070 0,270 0,170 0,120
VI-DSO [112] 0,059 0,067 0,096 0,040 0,062 0,174 0,062 0,044 0,117 0,132 0,121
HVIOnet [176] 0,110 0,087 0,190 0,053 0,183 0,183 - - - - -

* Best results for each sequence in Bold.
The symbol ’-’ stands for no results reported and ’X’ for tracking failure.

1 Results correspond to the LIFT-SLAM Fine tuned With EuRoC version of the algorithm.

that the system can handle. As a result, the accuracy and
timing requirements of the system must be modified. In [133],
multiple systems were tried on different hardware platforms
to further assess this trade-off idea.

Finally, it is worth mentioning the recent work by Bujanca
et al. called SLAMBench [231], [232]. It is an SLAM bench-
marking platform that allows users to quantify quality-of-result
with instrumentation of accuracy, execution time, memory
usage and energy consumption for several state-of-the-art sys-
tems such as ORB-SLAM2, ORB-SLAM3 DSO,SVO,etc. It
also includes a graphical interface to visualize this information,
and runs on desktop, laptop, mobile and embedded platforms.

VII. CURRENT TRENDS, POSSIBLE FUTURE DIRECTIONS
AND DISCUSSION

This section starts by introducing a discussion: Will SLAM
always remain an open problem?. Afterward, we briefly delve
into the current trends in SLAM advancements and assess
prospective approaches to address the SLAM problem.

A. Discussion: Will SLAM always remain an open problem?

Initially, the fundamental question researchers in SLAM
grappled with was: Is there a way to solve the localization
and mapping of a mobile robot? A thorough exploration of
this topic will reveal to the reader that current research articles
increasingly focus on developing highly specific navigation
systems that cater to particular needs (e.g., dark environments,
underwater, high-speed, in aerial vehicles, etc.), where the
functioning of localization and mapping is adapted to these
circumstances, rather than presenting a novel solution.

Take mapping, for instance. There are dense map repre-
sentations, sparse representations, grid maps, and landmarks.
Each of these is used interchangeably by researchers based
on the resources they have or the objectives they pursue. For
some, detail might be crucial (e.g., in disaster zones), while for

others, a coarse map suffices (e.g., underwater). Seen in this
light, one might conclude that the SLAM problem has already
been widely solved, and there is nothing novel to contribute.
It suffices to intelligently use the available developments.

On the contrary, we propose that the reader consider that
current systems aim to address the following question: Is it
possible to create a SLAM system that adheres to specific de-
sign specifications, is computationally efficient, and consumes
minimal energy? This question has as many answers as there
are challenges for researchers. Viewed this way, the SLAM
problem will always remain open, as humans continuously
face new challenges.

B. The AI Era.
The integration of neural networks has become an enduring

trend in recent years. Researchers are consistently exploring
innovative ways to leverage neural networks to replace or
enhance tasks within the SLAM pipeline [174], [184], [189],
[233]. A notable focus has been on evolving neural network
training techniques. While it’s challenging to encompass all
of them in detail, prevalent techniques frequently discussed in
the context of SLAM include adversarial training [234], unsu-
pervised learning [181], [199], reinforcement learning [235],
[236], and transfer learning [49], [206].

The opening statement in Sec I states "Robots must always
be able to determine their location". It would be interesting
to complete that sentence by adding "while also adapting
and learning in the process". A potential avenue for future
exploration could involve systems with continuous learning.
Pioneering works such as [210] and [237] have taken initial
strides toward achieving this objective, charting a path for the
development of more intelligent systems.

The revolutionary impact of artificial intelligence on our
day-to-day lives, utilizing tools such as ChatGPT and Bard,
brings to light a wealth of possibilities for conceiving naviga-
tion systems that autonomously respond to their environments.
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C. Collaboration over Combination

Both image processing approaches presented in Sec. IV-B,
have their drawbacks. Indirect methods struggle to extract
features in textureless environments, being unable to compute
the camera pose in such scenarios. This limitation directly
affects its trajectory tracking capability, since geometric error
calculations are highly dependent on the number of features
extracted, and whether they can be tracked in the subsequent
frame.

On the other hand, direct methods face challenges in
cases of sudden changes in illumination, leading to a loss
of tracking. These methods rely on pixel brightness values
for pose calculations, and if the pixel values change abruptly,
consecutive images cannot be accurately aligned. Therefore,
the pose estimation algorithm fails, and tracking is considered
lost.

Hybrid image processing approaches that aim to take ad-
vantage of both direct and indirect methods can also be found
in the literature [160], [161]. The general concept of a hybrid
(or semi- direct) system is to take one of the main image
processing methodologies and insert it into the other: e.g. to
utilize the robustness of feature matching to support direct
image alignment algorithms [41], [162], [163]. The goal is to
combine the strengths of both approaches to mitigate their
respective limitations. However, hybrid approaches do not
outperform the main methods separately [162].

The foregoing paragraphs reveal that the fusion of direct
and indirect algorithms might not be a definitive solution
to the issue of tracking loss. To address the limitations of
current systems, a fresh paradigm for tackling the SLAM
problem is needed. An alternative approach could involve
the collaboration (e.g. parallel execution) of the two main
image processing algorithms under the same system, instead
of blending them. In this way, the advantages of both systems
would be exploited while minimizing their disadvantages. This
way, the strengths of both systems can be harnessed while
mitigating their respective drawbacks.

VIII. CONCLUSIONS

The literature on SLAM can be organized in a straight-
forward and general manner. Several classifications can be
established to explain the overall taxonomy of this field of
research, taking into account the most frequent elements that
constitute existing systems.

The overwhelming amount of systems in the literature
makes it difficult to understand how a SLAM system is
actually composed. We proposed a comprehensive description
of the contemporary architecture of a SLAM algorithm. Each
fundamental component was elucidated, along with insights
into their interactions within the system.

Artificial intelligence is a clear trend in this field of research,
either by substituting certain building blocks or replicating
entire systems using neural networks. We conducted an in-
depth analysis of how AI techniques are integrating with
SLAM and their implications for current navigation systems.

Furthermore, we devised several comparative tables to facil-
itate an unbiased assessment and comparison of the accuracy

achieved by various existing SLAM advancements. Finally,
we explored current trends and future prospects in the field,
engaging in a discussion on whether SLAM remains an
ongoing challenge.

APPENDIX

This section contains a summary of symbols used in this pa-
per (Table VI), as well as a list of acronyms and abbreviations
(Table VII).
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TABLE VI
SYMBOLS SUMMARY

Text reference Symbol Description

Ephoto Photometric error for direct methods to minimize.
F Set of frames considered for direct image alignment.
Pi Set of points in frame F considered for direct image alignment.
obs(p) Set of observed frames in which a point p is visible.
Ep,j Weighted photometric error of a point p in keyframe Ii

observed from a target frame Ij .
Photometric error optimization Np Local neighborhood of pixels around a point p.

∥.∥γ Huber norm.
p′ Projected position of a point p.
ti , tj Exposure times for images Ii and Ij respectively.
ai,bi,aj ,bJ Brightness transfer function parameters of a camera.
wp Gradient-dependent weight.
e Number e.

R Camera rotation matrix.
t Camera translation vector.
R3 Euclidean 3D space.
SO(3) Group of all rotations about the origin of three-dimensional Euclidean space R3

under the operation of composition.
xi
(.)

Image keypoints for feature matching.
Xi ∈ R3 Matched keypoints between images in world coordinates.

Geometric error optimization

XY
Z

 Matched keypoint world coordinates.

X Set of all matched keypoints.
ρ Huber cost function.
Σ Covariance matrix associated to the scale of a keypoint.
πm,πs Camera projection function for monocular and stereo cameras respectively.
fx,fy Camera focal length in x and y directions.
cx,cy Camera principal point in x and y directions.
b Baseline for stereo cameras.

p = [x,q] Output camera pose for PoseNet.
x 3D translation vector.
q Rotation vector represented by quaternions.
Lx Translation related term for pose estimation.

Artifficial intelligence Lq Rotation related term for pose estimation.
cost functions L Euclidean loss function for pose estimation.

β Scale factor used in the Euclidean loss function L.
ŝx,ŝq Learnable parameters for translation and rotation to replace β in L.

SE(3) Special Euclidean Group in 3 dimensions. Is the
group of simultaneous rotations and translations for a vector.

P1, ...,Pn ∈ SO(3) Sequence of poses from an estimated trajectory.
Q1, ...,Qn ∈ SO(3) Ground truth trajectory poses.
Ei Relative pose error at time step i

Relative pose error trans(Ei) or trel Translational component of Ei.
calculation rot(Ei) or rrel Rotational component of Ei.

n Quantity of camera poses considered for the error calculations.
∆ Fixed time interval.
m = n−∆ Quantity of individual relative pose errors that can be obtained from n camera poses

S1:n Estimated trajectory.
Absolute trajectory error Q1:n Ground truth trajectory
calculation P Rigid body transformation between

the estimated trajectory and the ground truth data.
trans(ATE) Translational component of the absolute trajectory error.
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TABLE VII
LIST OF ACRONYMS AND ABBREVIATIONS

Acronym / Abbreviation Description

A-SLAM Active SLAM.
AI Artificial Intelligence.
ATE Absolute Trajectory Error.
BA Bundle Adjustment.
BoW Bag of Words.
BRIEF Binary Robust Independent Elementary Features.
BRISK Binary Robust Invariant Scalable Keypoints.
CNN Convolutional Neural Networks.
CNN-SVO CNN Sparse Visual Odometry.
D3VO Deep depth, Deep pose and

Deep uncertainty for monocular Visual Odometry.
Deep When used as part of a name,

refers to deep learning based systems.
DeepLo Deep LiDAR Odometry.
DM-SLAM SLAM Method for rigid Dynamic scenes.
DoF Degrees of Freedom.
DS-SLAM Semantic visual SLAM towards Dynamic environments.
EuRoC MAV European Robotics Challenge Micro-Aerial Vehicle.
FAST Features from Accelerated Segment Test.
FCN Fully Convolutional Network.
GCN Geometric Correspondence Network.
GCNv2 Geometric Correspondence Network version 2.
HVIOnet Hybrid Visual Inertial Odometry network
IAICP Intensity Assisted Iterative Closest Point.
ICP Iterative Closest Point.
IMU Inertial Measurement Unit.
INS Inertial Navigation Systems.
IO Inertial Odometry.
KITTI Karlsruhe Institute of Technology and

Toyota Technological Institute.
L3-net Learning based LiDAR Localization.
LCD Loop Closure Detection.
LiDAR Light Detection and Ranging.
LiDAR SLAM LiDAR based SLAM algorithms.
LIO-SAM LiDAR Inertial Odometry via Smoothing And Mapping.
LIPS SLAM LiDAR-Inertial 3D Plane SLAM.
LiTAMIN LiDAR-based Tracking And MappINg.
LOAM LiDAR Odometry and Mapping.
LoG Laplacian of a Gaussian operator.
LSD SLAM Large-Scale Direct SLAM.
LSTM Long Short-Term Memory neural networks.
Mask R-CNN Mask Region-based CNN.
MVL-SLAM Multi-channel Visual-LiDAR SLAM.
NN Neural Network.
OpenVSLAM Open Visual SLAM.
ORB Oriented FAST and Rotated BRIEF.
ORB-SLAM Oriented FAST and Rotated BRIEF SLAM.
PDR Pedestrian Dead Reckoning.
PLD-SLAM Point Line Dynamic SLAM.
PTAM Parallel Tracking And Mapping.
RANSAC Random Sample Consensus.
RNN Recurrent Neural Networks.
ROS Robot Operating System.
RPE Relative Pose Error.
RTAB-MAP Real-Time Appearance-Based MAPping.
SelfVIO Self-supervised deep learning-based VIO.
SfM Structure from Motion.
SfMLearner Structure from Motion Learner.
SIFT Scale-Invariant Feature Transform.
SINS Strapdown Inertial Navigation Systems.
SLAM Simultaneous Localization and Mapping.
SPHORB SPHerical ORB.
SURF Speeded Up Robust Features.
Un When used as part of a name (e.g. UnDeepVO),

refers to unsupervised learning.
UnDeepVO Visual Odometry through Unsupervised Deep learning.
V-LOAM Visual-LiDAR Odometry and Mapping.
V-SLAM Visual SLAM.
VI Visual inertial.
VI-SLAM Visual inertial SLAM.
VINS-MONO MONOcular Visual-INertial System.
VIO Visual inertial odometry.
VIIONet Visual-Inertial Image-Odometry Network.
VLocNet Visual Localization Network.
VO Visual Odometry.
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