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Glaucoma Grading Using Multimodal Imaging and
MultiLevel CNN

Marcos M. Ferreira , Geraldo Braz Junior , João D. S. Almeida , Anselmo C. Paiva

Abstract—Glaucoma is considered the leading cause of blind-
ness. Because there is no cure for the disease, treatment must
begin promptly to prevent disease progression, which leads to
severe visual impairment and, in some cases, total blindness. In
this scenario, diagnosis in the early stages is essential and could
be accomplished through screening exams. Recent studies have
combined fundus images and Optical Coherence Tomography
(OCT) volumes as indicators of disease progression in computer
vision methods. In this work, we develop a method based on deep
learning, which uses fundus images and OCT volumes to aid in
detecting glaucoma at early or progressive stages. In this way, it
can have clinical use, being able to be used as a tool not only
for the detection of the disease but also that it helps in searching
for more severe cases of the disease. As a result, the proposed
method achieves 0.886 kappa score.

Index Terms—Glaucoma Diagnosis, Multimodal Imaging, Deep
Learning.

I. INTRODUCTION

G laucoma is considered one of the leading causes of
vision impairment and the main cause of irreversible

blindness [1], [2], [3]. The number of people (aged 40 - 80
years) in Latin America and the Caribbean with glaucoma in
2013 was about 6.59 million, increasing to 8.11 million in
2020 and approximately 13 million in 2040 [2]. Glaucoma
is a disorder in which excessive Intraocular Pressure (IOP)
causes gradual damage to the optic nerve. This damage causes
bilateral blindness, which can progress to total vision loss. In
addition to high IOP, other risk factors such as older age,
family history, and ethnicity are other factors that should be
considered [4].

Despite being irreversible, vision loss can be avoided if
medical procedures are performed in the early stages of the
disease to prevent its progress. According to the World Health
Organization (WHO) [3], only 11% of people who received
timely diagnosis and treatment reported having moderate or se-
vere visual impairment or blindness resulting from more severe
forms of the condition. However, as glaucoma is asymptomatic
in the early stages, early diagnosis is complex, and the disease
is usually diagnosed when the effects of increased IOP have
already caused damage to vision [4].

Because visual impairment due to glaucoma is irreversible,
interventions are needed in the early stages of the disease
to prevent complete vision loss [5]. Glaucoma screening can
be made with color fundus photography images and Optical
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Coherence Tomography (OCT) [6]. Through fundus images
and OCT scans, it is possible to analyze biomarkers that
indicate glaucoma, such as the cup-to-disc ratio and retinal
nerve fiber layer (RNFL) thicknesses [7]. However, some
factors that make early diagnosis difficult, such as the absence
of symptoms in the initial stages and the great number of
patients potentially per specialists qualified to perform the
diagnosis, which remained for a long time to analyze a large
number of exams. In Brazil, the ratio of ophthalmologists per
inhabitant is on average 1:10875, whereas in the northern
region this ratio is 1:19512 [8]. Furthermore, human beings
are susceptible to fatigue, emotional fluctuation, and other
factors that can lead to biased results [9]. In this context,
automatic methods that can help specialists detect glaucoma
using imaging exams may have great potential for clinical
use. Methods based on deep learning techniques have shown
promising results in medical image classification tasks.

This present study proposes a method based on deep learn-
ing which can grade the stage of glaucoma using fundus and
OCT images, not only to facilitate early diagnosis but also to
allow the identification of advanced cases which require urgent
intervention. In this work, we perform model optimization,
seeking the best parameters to obtain the best classifiers for
each type of medical image.. We also investigate the perfor-
mance of a multilevel architecture and the use of ensembles
strategies to classify two modalities of images as normal
(no glaucoma), early-stage or more advanced (progressive)
glaucoma, achieving a kappa score of 0.89, which implies a
strong level of agreement with specialists, as well as related
works.

The main contributions of this work are a) a CNN archi-
tecture optimized for grading the glaucoma stage based on
multimodal medical image (fundus image, optic disc, OCT
volumes) and ensemble strategies; b) input magnification,
adding the optic disc region obtained from the fundus image
in a separate input, and thus making its features gain more
importance in the process; c) easily configurable method
and expandable convolutional neural network architecture for
glaucoma grading.

The remaining sections are organized as follows. Section II
presents some related works. Section III presents the proposed
method. Section IV presents the results and evaluation of our
method. Section V concludes this paper.

II. RELATED WORK

Several methods have been proposed to detect glaucoma,
most applied in datasets formed by fundus images. Recently,
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methods that use other types of images, such as OCT and
ultrasonic biomicroscopy have been proposed. These images
are widely used because it is possible to detect diseases such
as macular degeneration, diabetic retinopathy, and glaucoma.

A multimodal model was used to perform binary glaucoma
classification combining multiple convolutional networks to
extract features from fundus and OCT images in [5]. Similarly,
[6] obtain feature maps based on the RNFL and retinal
ganglion cell (RGC) thicknesses using CNN and Random
Forest classifier. Ma et al. [10] describe a method used to
classify fundus images of patients in three classes: healthy,
suspect, and early-stage glaucoma. The method uses a total
of 15 clinical features, such as age, IOP, RNFL thickness and
uses segmentation to calculate the optic disc ratio. Experiments
were carried out with different classifiers, with the best AUC
result achieved by the SVM classifier. Xiong et al. [11] pro-
posed a model called FusionNet. This model combines OCT
images with images obtained from visual field assessment
reports. It uses a multilevel network, with different levels
formed by convolutional layers, followed by a classifier which
predicts the probabilities that the images are from a patient
with glaucoma.

Fang et al. [12] describe an architecture that combines
features extracted from fundus and OCT images. The target
is to classify images into normal, early-stage glaucoma, and
moderate or advanced-stage glaucoma. Feature extraction was
performed using an encoder, ResNet34.The best result was
obtained by combining the fundus images, the OCT volumes,
and the optic disc region using ordinal regression. In the same
way, Li et al. [13] present a method that uses a hierarchical
concatenation of features performed by a network fed by fun-
dus and OCT images. At each network branch, only variations
of ResNet were evaluated. Using the proposed concatenation
technique, it was possible to increase the total number of
features used for classification, in addition to using features
from different scales. To achieve a higher kappa, an ensemble
strategy of the value predictions of the two best models was
used.

Tian et al [14] present a network named GC-Net to perform
glaucoma classification into normal, early-stage glaucoma
and progressive glaucoma, using as input optic disc region.
Architecture is formed by a pre-trained CNN used as feature
extractor, and an attention module formed by a global attention
block and a class attention block.

This work proposes a glaucoma grading method using 2D
fundus images and 3D OCT volumes through deep learning,
based on visual feature extraction and transfer learning. A hy-
perparameter optimization was carried out, evaluating different
CNN models, handling each imaging modality as input. Using
ensemble and feature combination strategies, it was possible
to use features extracted by different CNNs to grade glaucoma
stage. Through activation maps, it was possible to demonstrate
the contribution of each imaging modality for predicting the
stage of glaucoma.

III. PROPOSED METHOD

The proposed method uses convolutional neural networks
combined in a multilevel architecture for predicting glaucoma

stage in early or progressive (intermediate and advanced
glaucoma). Our proposal combines fundus images and OCT
volumes, thus providing a multimodal analysis. In this work,
we used multilevel architectures and ensemble strategies,
allowing designing models that use more than one medical
imaging modality for grading glaucoma stage.

The method used for developing this research comprises five
main steps: Image acquisition, image preprocessing, model
construction, models ensemble and evaluation of the research
method. The steps of the proposed method, along with some
keywords that summarize each step, are shown in Fig. 1.

A. Image Acquisition

The dataset used in this work was made available to the
participants of the GAMMA challenge (Glaucoma Grading
from Multi-Modality Images) [7]. The multimodal dataset
comprises two imaging modalities exams, fundus images and
3D OCT volumes, used for diagnosing Glaucoma.

The dataset is composed of pairs of images. Each pair
consists of two imaging modalities, a fundus image and a
volume scan of 256 3D OCT slices. In total, 200 pairs were
made available, 100 that form the training set and 100 that
form the test set. Both sets have pairs that belong to one of
three possible classes: normal (class 0 - 50 pairs), early-stage
glaucoma (class 1 - 26 pairs), and intermediate or advanced-
stage glaucoma (class 2 - 24 pairs). Fig. 2 presents examples of
image pairs, each with three OCT slices and a fundus image,
belonging to one of three classes: normal (no glaucoma),
early-stage glaucoma, and progressive glaucoma (moderate or
advanced stage).

B. Image Preprocessing

In preprocessing, fundus images were resized to 128x128,
and each slice of the OCT volumes was resized to 128x128.
After resizing, a bilateral filter was applied for noise reduction
present in OCT slices. We also downsample OCT depth to 64
using spline interpolation to minimize computational cost.

As optic disc is one of the eye regions most affected by
the increase in intraocular pressure caused by glaucoma [7],
we segmented this region by creating a third image with just
the optical disc. We used this region of interest to increase
the classification capacity of the models, given its relevance to
the diagnosis and the fact that the available base for training is
small. To capture the region, disc segmentation was performed
using a UNET [15], pre-trained on another fundus image
dataset, RIMONE [16]. From the results generated by the
segmentation, the ROI was cropped, and new images were
generated, containing only the optic disc region. Fig. 3 presents
an example of a region of interest containing an optical disc
extracted from a fundus image.

C. Models Construction

Convolutional Neural Networks are a class of deep neural
networks that have been successfully used in image processing
and classification applications. The main feature of this neural
network is that in some layers, filters are used to perform
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Fig. 1. Steps of the proposed method.

Fig. 2. Example of dataset images

Fig. 3. (a) Original fundus image. (b) Region of interest obtained
from segmentation.

the mathematical operation of convolution (Equation 1). The
network adjusts the weights that form the filters during the
training process, minimizing the need for manual feature
extraction. As a result of the convolution operations, feature
maps are obtained, which are used as input to a classifier,
usually formed by fully connected layers.

s(t) = (x ∗ w)(t) =
t∑

a=0

x(a)w(t− a) (1)

in which x is the input, w is the kernel filter. The output s is
the feature map at a index t. In machine learning applications,
the input is usually a multidimensional array of data, and the
kernel is usually an array of parameters adapted by the learning
algorithm [17].

In most applications, CNNs receive 2D images as input,
performing feature extraction from each image for classifica-
tion. However, there are also 3D CNNs, which receive input

volumes formed by several images named slices. In this work,
we use multimodal models that receive 2D fundus images and
3D OCT volumes as input, combining the features extracted
from each modality for classification. As 3D volumes were
used in this work, the 3D feature extractor is formed by
pretrained 3D CNN models, proposed by [18]. These 3D
models were obtained from state-of-the-art 2D CNNs. Both
CNN 2D and CNN 3D were loaded with Imagenet weights
[19]. Imagenet is a large manually annotated image database, a
benchmark provided for researchers to evaluate their methods
and algorithms in the annual ImageNet Large Scale Visual
Recognition Challenge (ILSVRC). The weights obtained in
the challenge were expanded to be used in a network with a
3D volume scan as input.

We evaluate the following pretrained CNNs: VGG19 [20],
Inception V3 [21], DenseNet121/169 [22] and ResNet50/152
[23], with 2D CNNs fed with fundus images and 3D CNNs
fed with OCT volumes. The CNNs were imported without
the original classifier and loaded with Imagenet weights to
perform transfer learning.

In the training step, the search for the best CNN hyper-
parameters for the classification of each imaging modality
was carried out, using a Sequential Model-Based Optimization
- SMBO [24]. The SMBO differs from Grid Search and
Random Search because it considers the past performance of
hyperparameters in its search. In contrast, in the other two
methods, the search is independent of past evaluations. SMBO
methods work by looking for the next set of hyperparameters
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to evaluate in the objective function, selecting the hyperpa-
rameters that stand out in a surrogate probabilistic function,
which is less expensive to evaluate. If the evaluated values also
show promising results in the objective function, they will be
incorporated into the set of the best hyperparameters.

The following hyperparameters were included in the opti-
mization process: feature extractor (CNNs), batch size, dropout
rate, learning rate, number of dense layers, number of dense
nodes of the first dense layer and dense nodes divisor, which
was used to calculate the total of dense nodes of the second
layer (if was necessary). Table I presents the search space
used for optimization of each hyperparameter. Optimization
processes were carried out in search of models that have as
input each imaging modality: two 2D models for extracting
features from fundus and optic disc images and a 3D model
for extracting features from OCT volumes.

The optimization was performed using the 100 labeled pairs
that form the training set. Ten pairs were randomly selected to
be used as a validation set. The training strategy used to avoid
overfitting was early stopping, having as variables monitored
the training accuracy or the validation loss.

TABLE I
HYPERPARAMETER SEARCH SPACE

Parameter Search Space Distribuition

CNN

VVGG19,
InceptionV3,

ResNet50,
ResNet152,

DenseNet121,
DenseNet169

Categorical

Dropout rate [0.0, 0.5, step=0.1] Discrete Uniform
Batch size [1,2,3] Categorical

Learning rate [1E-5, 1E-4 ,1E-3] Categorical
Numbers of Layers [1, 2] Categorical

Numbers of dense nodes [64, 128, 256,512] Categorical
Dense nodes divisor [2, 4, 8] Categorical

D. Models Ensemble

A multilevel architecture, shown in Fig. 4, was chosen
for the multimodal experiments. Figure presents examples
of images used as input for each level for CNNs evaluated
as feature extractors and the layers that are the classifier.
A multilevel architecture makes it possible to use different
images as input. The architecture comprises 3 levels, the first
having fundus image as input, the second receiving optic disc
region and the last receiving OCT volumes. We used optic
disc as second level since this is a region of interest (ROI)
because it is possible to evaluate the cup-to-disc ratio, which
is a biomarker for assessing the progress of glaucoma.

Features extracted from each level are used for classifica-
tion. We used the optimized models obtained previously, with
classifier removal, combined in a multilevel architecture. We
evaluate two feature combination strategies, feature concate-
nation and addition. In the first strategy, we combine feature
vectors by concatenating one feature vector after another to
obtain a new feature map, as used in previous works [9], [11].
In the second strategy, we combine feature vectors by adding

all vectors to obtain a new feature map. Finally, we add three
layers, two fully connected, which use the Relu activation
function, and the last, which uses softmax regression to predict
the class into normal (C0), early glaucoma (C1) or progressive
glaucoma (C2). Then, optimization of the classification layers
was performed, with the feature extractors layers having their
weights frozen during the process.

As the images that make up the dataset have different
features, it was decided to adopt ensemble strategies. In this
case, a combination of the results obtained by the three
best models in the optimization step for each input image
is performed. Two strategies were evaluated to obtain the
final result: average ensemble and mode ensemble. In average
ensemble, consider a task with N classes and M classifiers.
Being zij the value of the jth model (j=1, ... M) of the ith
node of the last layer (i=1, ...,N). The average value of all
models for the ith node is given by Equation 2 [9]. In the
second strategy, each individual classifier votes for a class, and
the majority wins. In statistical terms, the predicted target label
of the ensemble is the mode of the distribution of individually
predicted labels [25]. As there are three possible classes and
three classifiers, in cases of a tie in the voting, the result
predicted by the model fed with fundus images that reached
the highest kappa in evaluation was chosen as the final result.
An advantage of the ensemble approach is that it was possible
to increase the resolution of the fundus images to 224x224
pixels for further testing. The same was not possible with OCT
volumes due to the computational cost.

v(i) =
1

M

M∑
j=1

zji (2)

in which M is the number of classifiers used.

E. Evaluation

After the training steps, the models were saved and eval-
uated using the set test, formed by 100 unlabeled pairs. The
results were saved in a CSV file and sent for online evaluation,
which returned the corresponding Cohen’s kappa coefficient
(3).

k =
p0 − pe
1− pe

(3)

in which p0 is accuracy and pe is the sum of the products of the
actual and predicted numbers corresponding to each category,
divided by the square of the total number of samples.

IV. RESULTS

In this work, a method for grading glaucoma stage using
multimodal models is proposed. In the model building stage,
the hyperparameters optimization of 2D and 3D CNNs was
carried out, which received as input fundus images and optic
disc images, with sizes of 128x128 and 224x224, and OCT
volumes with a size of 128x128x64. In the ensemble step,
models that achieved the highest kappa scores were combined
in a multilevel architecture, in which the features extracted
by each model were combined and used for classification. In
this step, ensemble strategies were also evaluated, in which
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Fig. 4. Proposed multilevel architecture.

the predictions obtained by each model were combined to
obtain the final result. The optuna [26] framework was used
to carry out the optimization process. Since labels of the test
set were not made available, it was not possible to calculate
other metrics and the performance of the models is measured
in terms only of Cohen’s kappa coefficient, used to evaluate
models in the GAMMA challenge. The bests results achieved
in the model construction step are presented in Table II.

TABLE II
RESULTS OBTAINED IN MODELS CONSTRUCTION STEP.

Dataset Resolution CNN Kappa
Fundus 128² VGG19 0.799
Fundus 224² Densenet169 0.855

Optic Disc 128² VGG19 0.731
Optic Disc 224² Densenet169 0.703

OCT 128²x64 Densenet121 0.783

In the ensemble step, a multilevel architecture was eval-
uated, fed with fundus images, optic disc region and OCT
volumes. The CNNs that achieved the highest scores had their
classifier removed, and a new one was added. Two ensemble
strategies were also evaluated in this step. For this approach,
three models had their predictions values combined: 2D
DenseNet169 fed with 224x224 fundus images; 2D VGG19
fed with 128x128 optic disc images; and 3D DenseNet121
fed with OCT volumes. The results are presented in the table
III.

The results show that color fundus images outperform
OCT volumes and optic disc images for grading the stage
of glaucoma using a single modality. Results also suggest
that ensembling predicted values outperform concatenation
and adding features. It was possible to visualize which areas
of the images were important for the prediction made by the
models by creating activation maps, which helped understand
why models that used fundus images performed better. Figs.
5, 6, 7, 8 present images and its respective activation maps,

TABLE III
RESULTS OBTAINED USING MULTILEVEL NETWORKS AND
ENSEMBLE STRATEGIES. THE BEST RESULT IS SHOWN IN

BOLD.

Images Ensemble Strategy Kappa
Fundus/Optic Disc/OCT Features Concatenation 0.836
Fundus/Optic Disc/OCT Features Addition 0.839
Fundus/Optic Disc/OCT Average Ensemble 0.863
Fundus/Optic Disc/OCT Model Ensemble 0.886

obtained using the features used for each model to perform
classification. It is possible to visualize that the region of
the optic disc was determined for the classification, which
was already expected due to the cup-to-disc reason being a
biomarker for the diagnosis.

In Fig. 6, it is possible to visualize a possible error com-
mitted by the model since the optic disc region was not used,
which can be explained by this image has a bad quality near
the disc region. Regarding OCT images, the primary biomarker
for glaucoma is the retinal layer thicknesses, so to achieve
better results, it would be necessary to perform a precise
segmentation to estimate the thickness values, as carried out in
work [6]. However, the annotation of the segmentation region
of each layer was not available for training.

Fig. 5. Case study: success case. Optic disc was decisive for classi-
fication (class activation map image)

Fig. 6. Case study: error case. Optic disc was not decisive for
classification (class activation map image)

Fig. 7 presents an activation map generated by a model
that had as input images with the optic disc region. Through
the activation maps, it is possible to find an explanation for
the superior performance of the models that received the
complete fundus images as input. The models that used images
containing only the optical disc did not use the whole region,
only a part, which could led to incorrect predictions.

Fig. 8 presents the activation map of one of the slices of an
OCT volume used for grading the glaucoma stage. We observe
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Fig. 7. Case study: activation map for a optic disc region.

that the model mainly used the central region of the image,
close to the outer nuclear layer, and have not used the region
next to the retinal nerve fiber layer, crucial for classifying
the stage of glaucoma [6], [27], which can explain the lower
results than those obtained by the models that used eye fundus
images. Even so, the combination of results obtained by the
models made it possible to achieve more accurate results,
highlighting the importance of using more than one image
modality to grade the stages of glaucoma.

Fig. 8. Case study: activation map for OCT slice.

Table IV presents a comparison with related works that
use the same dataset. The Kappa metric is used to measure
interrater reliability. According to Cohen, a Kappa value
between 0.81 - 1.00 indicates an almost perfect level of
agreement. Another interpretation proposed by [28], suggests
that values close to 0.90 indicate a strong or almost perfect
level of agreement. In terms of comparison, the kappa values
achieved with the proposed method are close to the best result
achieved in the GAMMA challenge and other related works,
indicating a strong level of agreement with classification made
by specialists who used another exam, visual field reports [7].

The work [12] presents a baseline for the dataset. This
work tests models with only one or two imaging modalities,
evaluating a ResNet34 as a feature extractor. The work’s
main contribution was to present the dataset and analyze
the feasibility of feature extraction methods for diagnosis. A
multiresolution fusion features method was developed in [13]
alongside an architecture with 3 branches, achieving a kappa
score of 0.84 as the best result. The features were extracted by
pre-trained ResNet models, like [12]. Only the best-selected
model (manually selected using part of the training dataset)
was evaluated with the test set. In [14], the authors locate and
crop the optic disc as input to a CNN model that was modified
using attention blocks. The method does not use OCT volume
as input which we find in our experiments that refine the results
as presented in Table III.

Our method explores a multilevel architecture using pre-
trained and optimized CNN. We also add the optic disc
image as input to emphasize regions important for glaucoma
diagnosis. The method applies optimization to achieve the best
model configuration. Also, each network is fine-tuned for the
problem, which we can check by the presented applicability,
where it is correctly defined concerning the expectation of
manifestation of the disease. The final model, trained without
sample selection, and evaluated in test set (available only with
the GAMMA challenge organizers), reaches kappa=0.886,
which is statistically classified with a high level of agreement.

TABLE IV
COMPARISON AMONG RELATED WORKS RESULTS.

Work Dataset Classes Metric
Fang et al. [12] Fundus/OCT Normal/Early/Adv 0.86 (Kappa)

Li et al. [13] Fundus/OCT Normal/Early/Adv 0.89 (Kappa)
Tian et al. [14] Fundus Normal/Early/Adv 0.86 (Kappa)

Our Method Fundus/OCT Normal/Early/Adv 0.886 (Kappa)

V. CONCLUSIONS

In this work, we presented a method for glaucoma grading
using two modalities of medical images: fundus and OCT
volumes. The main objective of the work was to propose
a method that uses multimodal medical imaging to detect
glaucoma and identify the glaucoma stage.

The results show that the combination of visual features
extracted from fundus image and OCT, it is possible to achieve
good results not only in the detection of glaucoma but also in
grading stages of the disease, allowing individuals with more
severe cases of the disease can be identified more quickly.
Using different images is possibly a promising approach to
developing tools that can aid specialists in making diagnoses
faster and more accurate and allow the analysis of different
clinical parameters.

This work evaluates different CNN for different image
modalities considering visual differences among them, carries
out a search for optimization of hyperparameters for best
models to classify each image and presents an explicability of
which part of the images was more relevant for classification
if there is a relationship with clinical parameters used by
specialists

The results also suggest that ensemble strategies improve
the model when compare to those obtained by multilevel
networks where the concatenation and addition of resources
were used, which can be explained by the fact that the imaging
modalities are very distinct. The best results were achieved
using the VGG19 and Densenet as a backbone, unlike the
other related works, which used Resnet. However, none of the
works mentioned used model optimization techniques.

As future works, it is intended to evaluate the use of learning
transfer, through the training of the models in datasets with
fundus images classified with the presence or absence of
glaucoma, for later adjustment of the models using the images
from the GAMMA dataset. It is also necessary to investigate
approaches that use other techniques that are not based on
convolutions, such as vision transformers networks, used by
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[29], and Self-Organized Operational Neural Networks used
by [30], who achieved good results in detecting the presence
of glaucoma in fundus images. However, to use these net-
works, larger datasets are needed than those used for training
convolutional neural networks. Another approach that deserves
investigation is using a clinical parameter for classification,
such as the optic disc cup ratio, used by [31]. This parameter,
combined with the models’ predictions, could increase the
accuracy of the obtained results.
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medica : časopis Hrvatskoga društva medicinskih biokemičara / HDMB,
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