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Abstract—The electricity market’s continuous and secure op-
eration depends on accurately predicting real-time demand. This
study presents an innovative Analogue Moving Average (AnMA)
method that uses classical statistical techniques like correlation,
regression, and moving averages to improve the accuracy of load
demand forecasting. AnMA is designed to correct for biases
and unforeseen changes in load demand and offers several
desirable attributes, such as high accuracy, speed, robustness, low
maintenance, repeatability, and a low computational cost. The
study evaluates the performance of AnMA against Naïve, expo-
nential smoothing, and Autoregressive Moving Average (ARMA)
benchmarks for forecasting horizons ranging from five minutes
to two hours multi-step ahead, using data from the preceding
four months. The results show that AnMA is competitive with
the benchmarks in terms of accuracy while offering dramatically
lower computational costs, making it an efficient and highly
attractive method.

Index Terms—real-time, very short-term load forecasting, ana-
logue, green algorithms.

I. INTRODUCTION

R eal-time load demand forecasting is vital for efficient
and reliable electrical systems globally. Accurate fore-

casts enable decision-making regarding dispatching generat-
ing units and scheduling transmission system maintenance
and upgrades. Very Short-Term Load Forecasting (VSTLF)
predicts load behavior over a few minutes to several hours,
widely used in operating electricity markets, including open
and controlled environments [1]. VSTLF aims to predict the
near-term behavior of electrical systems, supporting informed
decision-making, including economic dispatch, price setting,
renewable energy coordination, system analysis, and inter-
change scheduling [2].

Accurate load demand forecasting is crucial for maintaining
power systems’ economic viability and security. Deviations in
the forecast that underestimate demand can result in additional
costs associated with maintaining generator operation through
ancillary services such as regulation and reserves. Conversely,
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overestimating demand can lead to unnecessary energy pur-
chases and over-generation, compromising the delicate balance
between generation and load and jeopardizing the system’s
security [3].

The challenge of estimating a VSTLF involves finding a
model that accurately predicts expected electricity demand and
providing forecasts on time. The promptness of the forecast
is of equal importance as its accuracy in scenarios where
sudden changes in demand may occur, such as cascading
failures or extreme weather events [4]. The relationship be-
tween accuracy and calculation time remains unresolved, and
efforts to improve one aspect often compromise the other.
To mitigate this trade-off, solutions have been proposed that
involve increasing computational capacity, processing costs,
and energy consumption.

Therefore, in the context of a real-time Electricity Market
(RTM), system operators require efficient and reliable methods
for VSTLF that can automatically forecast load demand on a
24/7 basis, providing results every five minutes and delivering
them almost instantaneously. Such models must meet the
following criteria:

• High accuracy: It is crucial, as it directly impacts opera-
tional efficiency and the reliability of market results.

• Speed: The model must provide results on time, ideally
within ten seconds or less per series.

• Adaptability: the model must adapt to changes in patterns
and sudden shifts in load demand caused by external
factors by integrating the most up-to-date real-time data.

• Low computational cost: Essential when computing re-
sources are limited and multiple forecasting methods
are running on the same computer or shared with other
processes.

• Robustness: The model must consistently converge and
provide accurate forecasts for the market, even in cases of
non-invertible matrices and numerical inaccuracies during
regression processes.

• Low maintenance: The model parameters should require
minimal manual intervention, and the number of tuning
parameters should be kept to a minimum.

• Repeatability: The model should be deterministic, result-
ing in consistent results even when run multiple times.
Retaining all input data is crucial for achieving repro-
ducible results and obtaining approval from regulatory
agencies during audits.
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A broad discussion of forecasting requirements for the
electricity markets is discussed by Dannecker [1].

This paper’s primary scientific contribution is the develop-
ment of the Analogies Moving Average (AnMA) approach
for predicting real-time load demand. By integrating the ad-
vantages of based-analogies (An) and moving averages (MA)
methods, AnMA offers a trustworthy and precise forecast
that can rapidly respond to recent changes in the load. This
innovative solution delivers a rare and coveted mix of speed,
adaptability, and robustness, making it an ideal candidate for
use in electricity market operations.

In addition, the proposed method design in this paper meets
the specified requirements of RTM forecasting by utilizing
continuous retraining with incoming real-time data for imme-
diate adaptation to changes in data behavior. It is specifically
designed for very short-term load forecasting across sea-
sons, each with distinctive demand patterns. Furthermore, the
method optimizes training using a "first-in, last-out" approach
that discards the latest training data when new real-time data
is introduced.

The five-minute and two-and-a-half hours test results
demonstrated that the AnMA variants using Principal Compo-
nent Regression (PCR), Lasso, and Ridge were more precise
and faster than the other methods. This study’s proposal not
only outlines a method but also suggests a comprehensive
framework that integrates various correlation and regression
tools from both classical statistics and Machine Learning
(ML). This sets a benchmark for future research aiming to
improve load demand forecasting methods’ efficiency.

The paper is structured as follows: Section II presents a
thorough overview of previous research on VSTLF, and works
related to the analogue method in other fields are present.
Section III outlines the proposed AnMA method. The test
procedures are explained in section III-B. The main test results
are summarized in section IV. Section V discusses the key
findings of the tests. Finally, Section VI summarizes all the
research and outlines potential lines for future research.

II. RELATED WORK

Load demand forecasting has been the subject of extensive
research [5], [6]. This section provides an overview of some
of the most relevant studies, including those based on ML
techniques such as Artificial Neural Networks (ANN) [7], [8]
and Support Vector Regression (SVR).

A noteworthy study is documented by Capuno et al. [9],
who presented a method for a real-time operation that employs
a hybrid of algebraic prediction and SVR. Their method
initially generates a first forecast and then employs SVR to
rectify any variations caused by significant temperature and
humidity changes. The proposed method in our work also
generates a baseline forecast and adjusts it with real-time data.

ML algorithms can deliver high-accuracy results but require
high computational cost during the training phase [3], [10],
[11]. In addition, changes in load patterns may necessitate fre-
quent retraining of ML models, leading to increased resource
consumption and a carbon footprint [12]. More sophisticated
methods, such as those incorporating Deep Learning (DL)

models, have been proposed for load demand forecasting [13],
[14]. However, these methods face lengthy training times,
further exacerbated with each retraining due to adding new
demand data. Therefore, statistical learning should balance ac-
curacy and computational efficiency, reducing resource usage
and the carbon footprint as much as possible. On the contrary,
linear regression-based methods, which are computationally
inexpensive but may not be as accurate due to their linear fea-
tures, frequently employ environmental factors as regression
variables to model electricity demand [15].

The Analogies method, initially used in meteorology and
climatology, has been proposed as another approach to time
series forecasting by Monache et al. [16], This method as-
sumes that forecasting errors between similar days will likely
occur again. The grouping of days is performed by calculating
the distance between all the days to select the most similar,
resulting in an analog space consisting of days with similar
features and subsequent error data. This model has been
applied successfully in forecasting renewable resources in
photovoltaic plants and wind farms by Alessandrini et al.
[17], [18]. This approach makes a forecast from a set of the
most similar past predictions. Azevedo et al. [19] and Santis
et al. [20] describe its dynamic time scan forecasting based
on analogies as a fast method for large datasets to forecast
wind speed time series. The scan procedure uses polynomial
regression models as a distance measure to identify similar
patterns throughout the time series. The author’s innovative
idea was to use different similarity metrics as variables in the
An method.

The multi-seasonal characteristics of electricity demand
have been thoroughly studied by Gould et al. [21] and Livera et
al. [22], who have identified multiple seasonalities in the time
series. These seasonalities define demand patterns between
days and seasons. Dudek [23] conducted a study on the
seasonal characteristics of demand and determined certain
patterns using tools such as Nearest Neighbors (NN). He found
the criteria between days of the same season by minimizing
the distances between a window of the latest data and the time
series.

In a follow-up work, Dudek [24] proposes a one-day-ahead
load demand forecasting model based on the search for pat-
terns using NN and combining sample selection with Ordinal
Least Square (OLS). This model refines the regression using
variable reduction techniques such as stepwise regression,
Lasso, and PCR. The study’s central aim is to accurately
identify days with seasonal cycle patterns and classify these
days into weekdays, Saturdays, Sundays, and holidays. The
ideas presented by Dudek [24] are comparable to those in
our proposed method, including the selection of samples, the
regression of these samples to determine a model, and the
forecast calculation based on the subsequent data from the
samples.

The work by Ngo et al. [25] proposes a method for ultra-
short-term load demand forecasting based on the robust Holt-
Winters double seasonal model. The authors evaluated the
performance of the proposed method on distribution feeder
loads and found that it had good prediction accuracy. Expo-
nential Smoothing (ETS) methods are widely recognized for
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Fig. 1. Main steps of AnMA method. (a) Data collected in real-time,
(b) select neighbors, (c) get regression model, (d) calculate forecast
An, (e) record the An series error, (f) build a MA model from ϵ, (g)
calculate forecast AnMA.

their efficiency, performance, and low computational cost and
are commonly used as a benchmark in forecasting.

A novel approach for VSTLF is presented in our study,
which combines an analogue approach with a moving averages
model. This is the first time that such a combination of simi-
larity metrics has been reported in a unified framework, to the
best of our knowledge. A significant contribution to the field
has been made by utilizing regression models, selecting high-
correlation days, and correcting baseline forecast errors in real-
time. The novel methodology has the potential to enhance the
accuracy and efficiency of VSTLF in the electricity markets.

III. MATERIALS AND METHODS

The AnMA method presented in this work is a comprehen-
sive approach with five distinct stages. i) the collection of load
demand data is performed; ii) the forecasting is conducted
using an analogue based (An) method; iii) the residuals are
obtained from the An forecasts; iv) calculating a Moving
Average (MA) model from the residual time series; v) the
forecast is estimated by combining the An and MA models.
A visual representation of the key steps of the AnMA method
is provided in Fig. 1.

Stage i. Load demand dataset

This study uses a time series load demand data from a
representative region in Mexico. The data covers a span of one
year with a sampling frequency of five minutes. The data have
seasonal patterns with increased load demand during the hot
seasons and decreased load demand during the cold seasons.

Stage ii. Analogies (An)

The time series, represented by the notation S =
(s1, s2, . . . , sp), consists of p consecutive periods. A subse-
quence is a collection of consecutive periods within the time
series.

The Analogies (An) method starts by selecting the most
recent data, denoted as

Y = yj : j ∈ [|S| − v1, |S|], (1)

where v1 is a significant time lag in the series S. This lag,
v1, is determined using the Auto-correlation Function (ACF)
[26]. It is important to note that the value of v1 must be greater
than the forecast horizon, denoted as v2, for Y ′.

A sequence of the time series S, represented as S′ =
(s1, s2, . . . , sn), is selected where sn = |S|− (v1+ v2). From
this sequence, a group of n smaller sequences, each having a
length of v1, is extracted and referred to as the set X . These
smaller sequences in the set X are called the neighborhood,
and each individual sequence is called a neighbor.

Afterward, the k-nearest neighbors (k-NN) method [27] is
utilized to select a subset of subsequences, referred to as
the k nearest neighbors, from X . These k nearest neighbors,
represented by Xk, are the k subsequences in X with the
highest correlation with Y . Xk can be visualized as the
black-colored subsequences in Fig. 1. The Pearson correlation
coefficient is used as the similarity metric to measure the
correlation between Y and each sequence in X . The selection
process calculates the correlation between Y and each sub-
sequence Xi of series S′, going back one period at a time
and storing the resulting coefficients. The neighbors are sorted
by correlation level, and the k neighbors with the highest
correlation are selected. To avoid selecting neighbors with high
correlation and a few-period delay between positions i and j,
only neighbors whose distance |i−j| exceeds v1 ·δ are chosen,
where δ is a parameter close to 1. Therefore, if a neighbor in
position i is chosen for its high correlation, only neighbors at
a distance greater than v1 ·δ from position i may be selected in
position j. This practice ensures a more diverse selection and
avoids biases from considering practically identical neighbors.
The value of k is user-defined.

The OLS regression model with backward stepwise elim-
ination is utilized to determine the model that explains the
dependent variable Y by utilizing the Xk neighbors as inde-
pendent variables.

The An method then produces a new set of subsequences,
X ′

k, from the previously selected subsequences Xk. X ′
k

includes the next v2 inmediate consecutive data for each
neighbour Xk, and can be visualized as the orange-colored
subsequences immediately following the neighbors in Fig. 1.

The regression model, obtained through the OLS, is then
applied to X ′

k to generate the baseline forecast Y ′ for the
next time period in the time series.

A result of the selection process of the Xk neighbors and
their resulting series X ′

k can be visualized in Fig. 2. The figure
displays the Xk neighbors on the left of a vertical line, along
with the latest data point Y . The subsequent series X ′

k from
these neighbors and the forecast Y ′ are displayed on the right
side of the line. There is a strong correlation between the
current data Y and the selected Xk neighbors. It’s worth noting
that there is no observed load demand data following Y on
the right side of the figure, only the forecasted value Y ′.

Stage iii. An residuals estimation

The An method identifies repeating patterns in the data and
uses those patterns to make a baseline forecast. However, over
time, this baseline forecast may become biased and susceptible
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Fig. 2. Left: neighbors Xk with the highest correlation to current data
Y . Right: subsequent data X ′

k and the forecast Y ′.

to errors if there are sudden changes in the demand data. To
avoid this, making real-time adjustments while the forecast is
being calculated is necessary.

From the baseline forecast results obtained by the An
method, a series of errors between Y ′ and the actual demand S
is created. The error series is referred to as ϵ = ϵt : t ∈ [−v, 0]
and contains the most recent v errors of the An method. The
error series is important because it corrects the new forecasts
being calculated by An. It is essential to keep the results of
the baseline forecast obtained using the An method, as they
will be used to make these corrections.

Stage iv. MA estimation

In the fourth stage, a model MA of order q is set from the
errors (ϵ) of An to calculate the baseline forecast errors ϵ̂.

Stage v. AnMA forecast

Finally, the An and MA composite method computes the
final forecast, denoted as Y ′′, by adding the calculated ϵ̂ to
the result of the An forecast Y ′, as expressed by the equation

Y ′′ = Y ′(t) + ϵ̂(t), ∀t = 1, . . . , w. (2)

A. AnMA variants

The AnMA methodology initially used purely statistical
tools but later incorporated tools from the statistical and
machine learning fields in neighbor selection and regression.
The basic version of AnMA uses the Pearson coefficient for
distance metric and OLS for regression. However, the first
variation altered the neighbor distance measure from Pearson
correlation to Euclidean distance in the selection phase. The
second variation used linear dimensional reduction methods
such as PCR and Partial Least Square (PLS) and shrinkage
techniques like Lasso and Ridge regression to minimize the
penalized residual sum of squares in the regression phase.
Other models used include Random Forest (RF), Bagging, and
Boosting, which employ the concept of ensembles to produce
more accurate predictions. Tests of the AnMA method were
conducted using the combinations of these tools.

B. Method Validation

Two tests will be conducted. The first will compare five-
minute forecasts using AnMA and variants to Holt-winters
Additive (HWA), Holt-winters Multiplicative (HWM), and
Naïve models. The second test (prefix X) will compare two-
and-a-half-hour forecasts with thirty periods in five-minute
intervals using AnMA and variants, HWA, HWM, and Au-
toregressive Moving Average (ARMA), based on accuracy,
calculation time, and CPU usage. A subsequence size of 288
data points will be used for v1, with AnMA variants using
five neighbors and MA using 15 periods for baseline forecast
error correction. AnMA variants will use PLS, PCR, Lasso,
Ridge, RF, Bagging, and Boosting regression models with
two different neighbor selection metrics: Pearson’s coefficient
(default) and Euclidean distance. Some variants will omit the
MA correction, indicated by the prefix An.

Auto-ARIMA was attempted [28], [29], but it was unfeasi-
ble due to the high processing time per real-time forecast.
Instead, a faster 7-day lag ARMA (288 × 7 periods) to
capture daily/weekly electricity demand seasonality is used
[22] and implement an error correction using 15 periods lag
MA model. For validation in time series forecasting, k-fold
cross-validation will be used, following Bergmeir et al. [30].
All methods were tested with a single processing core except
for ARMA, which utilized the statsmodel [31] library to
exploit all available computer resources for faster processing.

The forecast will be for the summer of 2010, using four
months of training data to predict the next 30 data periods.
When new real-time data is added, the last training data will
be trimmed with a first-in, last-out approach.

The accuracy metrics will be expressed in the Mean Per-
centage of Absolute Error (MAPE) and Mean Absolute Error
(MAE). The computation time will be measured in seconds.
And finally, the usage of CPU in percentage, which is recorded
on a minute-by-minute basis.

A factorial design of experiments is recommended to ex-
plore the impact of varying the number of neighbors k,
subsequence size v1, and the q order or MA. The optimal
parameter values were determined to be k = 10, v1 = 288,
and MA=15. Specifically, these parameter values correspond
to a number of neighbors equivalent to ten different days, a
subsequence length of one day, and an MA order of one- and-
a-half-hours.

IV. RESULTS

The summary of two tests shows that the AnMA variants
using PCR, Lasso, and Ridge methods with Pearson’s coef-
ficient as the similarity metric were the fastest. The Naïve
method had minimal time and CPU usage, while HWM, HWA,
and ARMA were slower. AnMA with PCR, Lasso, and Ridge
had lower MAPE and MAE compared to the benchmarks.
Although ARMA achieved the highest accuracy, it used all
eight CPU cores, whereas AnMA produced similar results
using only one core. The benchmarks Naïve, HWA, and HWM
also utilized one core with low CPU usage. The results are
presented in Tables I and II.
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TABLE I
RESULTS FOR THE FIVE-MINUTE TEST. BENCHMARK

METHODS ARE MARKED WITH AN ASTERISK.

Method MAE MAPE Time (seconds)
ARMA (×8 cores)* 4.4549 0.1633 12.6203
AnMA-PCR 6.8055 0.2512 1.6022
AnMA-Lasso 7.8350 0.2892 1.5335
AnMA-Ridge 7.8380 0.2893 1.6184
AnMA-OLS 8.1875 0.3027 1.4989
AnMA-Lasso-euclidian 8.7921 0.3250 1.9696
AnMA-Ridge-euclidian 8.7946 0.3251 1.9688
AnMA-OLS-euclidian 8.8928 0.3285 1.8224
Naïve* 9.0309 0.3310 0.1000
HWM* 9.8225 0.3604 5.5842
HWA* 9.9119 0.3637 3.5475
AnMA-RF 10.4505 0.3902 1.6139
AnMA-Boosting 12.1386 0.4535 1.5299
AnMA-RF-euclidian 12.2511 0.4579 1.8325
AnMA-Bagging 12.5724 0.4693 1.5949
AnMA-Boosting-euclidian 14.2913 0.5325 1.7915
AnMA-Bagging-euclidian 14.8624 0.5541 1.9805
An-RF 22.5132 0.8336 1.6108
An-Boosting 22.5968 0.8349 1.5268
An-Bagging 23.2854 0.8623 1.5916
An-RF-euclidian 27.7836 1.0306 1.8295
An-PLS-euclidian 28.0604 1.0374 2.0078
An-Boosting-euclidian 28.0604 1.0374 1.7885
AnMA-PLS-euclidian 28.0604 1.0374 2.0112
An-Bagging-euclidian 28.8176 1.0682 1.9771
An-Ridge 30.2281 1.1127 1.6151
An-Lasso 30.2285 1.1127 1.5303
AnMA-PLS 31.5625 1.1638 1.5670
An-PLS 31.5625 1.1638 1.5638
An-OLS 32.4370 1.1929 1.4958
An-Ridge-euclidian 34.2231 1.2681 1.9654
An-Lasso-euclidian 34.2239 1.2681 1.9663
An-PCR 35.3237 1.3029 1.5989
An-OLS-euclidian 36.2647 1.3453 1.8193

Statistical tests were conducted to determine significant
differences in the means of absolute errors between AnMA-
PCR, Naïve, HWA, HWM, and ARMA in the five-minute
and two-and-a-half-hour tests. AnMA-PCR had lower absolute
errors on mean compared to benchmark methods, as supported
by Figs. 3 and 4. However, in the two-and-a-half-hour test, the
Wilcoxon paired test showed that the absolute errors of ARMA
were significantly smaller than those of AnMA-PCR, with a
p-value = 0.0000, indicating that ARMA has, on mean, lower
absolute errors than AnMA-PCR, which was unexpected based
on the initial comparison with the other benchmark methods.

The mean CPU execution time of AnMA-PCR was 1.6022
seconds, used into 1.5959 seconds for neighbor selection,
while 0.0018 seconds were used for regression. It should be
noted that the time for baseline correction was negligible.

The carbon footprint for each method was calculated fol-
lowing the method described by Lannelongue et al. [32],
which involved multiplying the CPU usage and core count
and factoring in the location and computer specifications.
The amount of carbon used to generate electricity varies
between different countries. The results, which display energy
consumption (in kWh) and CO2 emissions, can be found in
Table III.

The benchmark models HWA, HWM, and ARMA were
implemented using statsmodels developed by Seabold and
Perktold [31] in Python. The AnMA was coded in Python 3.10.

TABLE II
RESULTS FOR THE TWO-AND-A-HALF-HOURS TEST.

BENCHMARK METHODS ARE MARKED WITH AN ASTERISK.

Method MAE MAPE Time (seconds)
XARMA (×8 cores)* 29.2242 1.0739 12.6362
XAnMA-PCR 30.5737 1.1259 1.6041
XAnMA-Lasso 32.5393 1.1977 1.5350
XAnMA-Ridge 32.5470 1.1980 1.6196
XAnMA-OLS 32.5020 1.1987 1.5000
XAnMA-Lasso-euclidian 34.8934 1.3012 1.9728
XAnMA-Ridge-euclidian 34.8994 1.3014 1.9676
XAnMA-OLS-euclidian 35.0092 1.3068 1.8227
XHWA* 37.7099 1.3732 3.5390
XHWM* 39.6985 1.4297 5.5912
XAn-Lasso 47.9497 1.7618 1.5340
XAn-Ridge 47.9530 1.7619 1.6186
XAnMA-RF 48.0756 1.7740 1.6161
XAn-PLS 48.4071 1.7805 1.5699
XAnMA-PLS 48.4071 1.7805 1.5709
XAn-OLS 48.6235 1.7839 1.4993
XAnMA-Bagging 48.4061 1.7852 1.5959
XAnMA-Boosting 48.8399 1.7997 1.5308
XAn-PCR 51.3148 1.8908 1.6030
XAn-Lasso-euclidian 53.3446 1.9792 1.9713
XAn-Ridge-euclidian 53.3475 1.9793 1.9661
XAn-euclidian 53.3562 1.9845 1.8220
XAnMA-RF-euclidian 53.4545 1.9859 1.8340
XAnMA-Boosting-euclidian 54.2142 2.0129 1.7923
XAnMA-Bagging-euclidian 54.7376 2.0325 1.9889
XAn-Boosting 60.1638 2.2109 1.5301
XAn-RF 60.2697 2.2162 1.6154
XAn-Bagging 60.5981 2.2280 1.5948
XAn-Boosting-euclidian 68.9374 2.5559 1.7915
XAnMA-PLS-euclidian 68.9374 2.5559 2.0128
XAn-PLS-euclidian 68.9374 2.5559 2.0113
XAn-RF-euclidian 69.1077 2.5612 1.8333
XAn-Bagging-euclidian 69.4539 2.5739 1.9874
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Fig. 3. Comparison of absolute error distributions between
AnMA-PCR and benchmarks, five-minute test.

TABLE III
CARBON FOOTPRINT PER METHOD [32].

Method Runtime Cores % CPU kWh kg-CO2e
ARMA 92:53:00 8 92.0 7.7500 3.3400
HWM 41:06:00 1 17.1 1.0400 0.4472
HWA 26:07:00 1 16.8 0.6581 0.2839

AnMA-Ridge 11:54:00 1 18.0 0.3010 0.1298
AnMA-PCR 11:47:00 1 15.0 0.2952 0.1273
AnMA-Lasso 11:17:00 1 27.5 0.2941 0.1268

Naïve 00:44:00 1 1.0 0.0078 0.0180
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Fig. 4. Comparison of absolute error distributions between
AnMA-PCR and benchmarks, two-and-a-half hours’ test.

The hardware used in all tests was a 64-bit system with 64GB
RAM and Intel(R) i7(R) CPU 11700 @ 2.50GHz, 65W.

A. Data Availability

This work’s data and results are in the repository: [33]. Also,
the code is available in [34].

V. DISCUSSION

The Naïve forecast had the lowest CPU time in the five-
minute test, while AnMA with its PCR, Lasso, and Ridge
variants was faster on mean than HWA, HWM, and ARMA
in both the five-minute and two-and-a-half-hour tests. AnMA
with PCR, Lasso, and Ridge were more accurate than the
Naïve forecast, HWA, and HWM, in terms of MAPE and
MAE. However, the ARMA was more accurate than An-MA
but relatively more expensive. In contrast, AnMA obtained its
results in a dramatically shorter time of fewer than two seconds
versus twelve seconds of ARMA.

AnMA was also very efficient, using only one CPU core and
less than one kilowatt-hour, while ARMA required eight cores
and more than seven kilowatt-hours. The benchmark methods
(HWA, HWM, and Naïve) used a core too.

The most accurate variants of AnMA used Pearson’s coeffi-
cient as a similarity metric and employed dimension reduction
and shrinking in regression techniques, resulting in the highest
accuracy in PCR, Lasso, and Ridge.

Due to its calculation speed, AnMA is particularly suitable
for real-time applications and can be shared with other pro-
cesses, providing an indirect advantage.

The method’s speed is attributed to its design, which com-
bines classical statistical tools, such as Pearson correlation,
linear regression, and moving average, optimizing time and
resources.

VI. CONCLUSIONS

The AnMA, a real-time load demand forecasting method
that merges Analog and Moving Average methods in a flexi-
ble framework, was outlined. This method provides accurate
results using less energy and less time than the benchmarks.

Additionally, it has the advantages of low computational cost
and adaptability to new data. Therefore it is suitable for real-
time operation.

Furthermore, while the energy differences between the
methods in this study may be negligible in practice, some
machine-learning approaches are much more expensive and
require long training periods in data centers with high energy
consumption. In contrast, AnMA exemplifies an efficient, cost-
effective, and energy-efficient algorithm.

Future improvements will include selecting neighbors
from pre-selected subsets of days and parallelizing neighbor
searches in the algorithm while ensuring its speed and compu-
tational efficiency. Additionally, a study is planned to compare
forecasting techniques utilizing pre-trained deep learning mod-
els and similarity pattern methods with our AnMA, with the
primary objective of evaluating these algorithms’ adaptability
to changing patterns, such as seasonal periods, holidays, and
unforeseen events like the SARS-COV-2 outbreak. We antici-
pate that our AnMA algorithms will inspire the development
of more accurate and cost-effective green algorithms.
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