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Abstract—The recent Brazilian election was plagued by the
proliferation of false news on the internet. Many people turned
to social media to fact-check information and verify its authen-
ticity. In today’s digital and data-driven world, fake news can
spread rapidly, causing detrimental effects, such as potentially
influencing the outcome of an election. In light of this, verifying
information has become increasingly reliant on software. While
intelligent software can be used to detect and mitigate the
spread of fake news, there is a lack of research on the use
of such technology in the Portuguese language, particularly
when it comes to the implementation of newer strategies such
as the Representation of a Bidirectional Transformer Encoder
(BERT). Our study evaluated BERT’s ability to detect fake
news compared to traditional machine learning algorithms, using
text classification to identify false news. The results demonstrate
BERT’s superiority over other algorithms, with a statistically
significant difference in all cases. BERT can be considered a
viable option for detecting fake news.

Index Terms—BERT, Brazil, Fake news, Machine Learning,
Natural Language Processing.

I. INTRODUCTION

Software solutions from companies like Google (when it
auto-completes or comes up with a search string), Netflix

(when recommending a movie or series according to user
preferences), and Amazon (when Alexa personal assistant
interacts with people indoors) are applications of Natural
Language Processing (NLP).

NLP supports the development of applications based on
textual data, whether written or spoken [1]. One of the
tasks within the NLP area is textual classification/prediction,
which consists of automatically allocating a piece of text to
a particular category based on machine learning algorithms
[2]. One of the emerging applications of the text classification
task is detecting fake news, which aims to classify news text
as “false” or “true”. Fake news happens in all idioms and
causes different emotional reactions in people, such as anger,
indignation, and frustration. As a result, the reader finds it
difficult to critically analyze the content, which generates a
desire to share the news immediately [3], [4].

The spread of fake news reached alarming levels in the
2016 US presidential elections [5] and the Brazilian elections
of 2022. In 2018, the same effect occurred in Brazil in
presidential elections and, more recently, on a global scale,
involving the SARS-CoV-2 virus, which causes COVID-19,
and the vaccines against it [6]. Scenarios like these strongly
motivated the design of NLP solutions in different languages
to minimize the misinformation caused by the sharing of
fake news. In Portuguese, however, few efforts are related

to the automatic detection of fake news. This is because
there are few datasets with previously labeled news, essential
for detecting fake news based on text classification [7]. A
reference effort is the dataset Fake.Br, the result of work
developed at the Interinstitutional Nucleus of Computational
Linguistics (NILC-USP) using traditional NLP approaches to
detect fake news.

Another gap that guides this work is BERT (Bidirectional
Transformers for Language Understanding), a deep learning
algorithm launched by Google, which has revolutionized the
field of NLP [8]. However, little effort has been devoted to
analyzing its performance in the Portuguese language, using its
variant BERTimbau [9]. Therefore, this article aims to evaluate
the ability of the BERTimbau algorithm to detect fake news
against algorithms considered traditional in text classification.

In this direction, we have the following hypothesis to test:
BERTimbau presents greater accuracy when compared to
traditional machine learning algorithms. Besides comparing
BERTimbau and BERT, our study also evaluated the perfor-
mance of traditional machine learning algorithms commonly
used for fake news detection. This approach provides a
comprehensive analysis of the effectiveness of BERTimbau
and BERT compared to established methods in fake news
detection. Overall, our study contributes to advancing research
on identifying fake news, particularly in under-researched
languages such as Portuguese, and highlights the potential for
cross-lingual applications of machine learning algorithms.

The remainder of this paper is organized as follows. Sec-
tion II presents the core concepts behind the algorithms.
Section III presents related works. Section IV describes the
methodology that includes the dataset, algorithms, and metrics
that we used to evaluate the algorithms’ performance. Sec-
tion V shows the results and discussion of our findings. Finally,
Section VI highlights the main contributions and future work.

II. BACKGROUND

Text classification is one of the most important tasks of
supervised machine learning. It consists of a machine learning
technique that assigns predefined categories to open text.
Text classifiers can be used to organize, structure, and cat-
egorize virtually any type of text. Most text classification
and document categorization systems can be broken down
into the following four phases: features extraction, dimension
reductions, classifier selection, and evaluations [10], [11].

The text can also be analyzed using other methods, such
as exposing its entities to a classifier using a word cloud-
based data visualization technique. In addition, part-of-speech
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markup distribution can provide hints in text style and there-
fore be helpful as a resource in classifying fake news [12].

Two models of textual representation were used in this
work, namely, the Bag of Words (BoW) and the Term fre-
quency–inverse document frequency (Tf-idf), both are exem-
plary models for the NLP area because through them it is
possible to perform feature extraction techniques. This ap-
proach allows us to transform unstructured data into structured
data, making it possible to process it systematically using
algorithms. [13].

The BoW technique indicates the number of occurrences of
each word chosen in the training corpus, the Tf-idf follows
the same concept as the BoW in counting the words present
in a corpus, but it has the difference in that it performs a
weighting of these words, or that is, its meaning increases in
proportion to the number of times the same word is repeated,
being compensated by its frequency in the set. The use of
Tf-idf becomes interesting when one wants to measure the
number of times that a given word appeared in a set of texts.

After converting text into feature vectors, classification
algorithms can be applied to predict text classes. In this article,
both traditional machine learning algorithms and BERT will
be used to classify news. BERT is a newer model in natural
language processing that is different from many other models
because it uses bidirectional training. [14].

III. RELATED WORKS

Some of the main works related to this research will be
presented below.

In the article [15] the authors used a corpus of more than
8 million tweets about the general election in the U.S and
proposed a bidirectional training approach that improves the
classification of fake news by capturing semantic and long-
distance dependencies in sentences. The results show that the
BERT-based machine learning approach achieved improved
classification results compared to other models, with an ac-
curacy of 98.90%.

The authors of [16] conducted a comparison of four machine
learning algorithms - Logistic Regression (LR), Stochastic
Gradient Descent (SGD), Support Vector Machine (SVM),
and Multilayer Perceptron (MLP) - for detecting fake news
on the internet. The study utilized the Fake.BR and Sirene
News datasets, which totaled 11,942 news items, employed
a cross-validation technique with 10 iterations to evaluate
the accuracy of the algorithms. The results indicated that all
four models achieved precision greater than 90%, with SVM
demonstrating the highest performance (96.39%), followed by
MLP (95.14%), LR (94.30%), and SGD (92.90%).

The study presented in [17] analyzed the accuracy of thirty-
eight algorithms for identifying fake news and identified six-
teen datasets used for this purpose. The three algorithms with
the highest accuracy were the Stacking Method, Bidirectional
Recurrent Neural Network (BiRNN), and Convolutional Neu-
ral Network (CNN), with accuracy rates of 99.94%, 99.82%,
and 99.80%, respectively. All other algorithms analyzed had
accuracy rates greater than 90%. The most commonly used
datasets were Kaggle, Weibo, and Fake News Challenges
(FNC).

In [18], a comparison is made between SVM and Naive
Bayes algorithms to identify which is more effective in
classifying political news as true or false. The authors used
BoW and Tf-idf techniques for natural language processing
and defined metrics to evaluate the algorithms’ accuracy. The
results showed that SVM outperformed Naive Bayes, with the
BoW technique achieving the highest precision of 80.4%.

The article [19] compares different approaches for fake
news classification using machine learning algorithms. The
author used Logistic Regression, Random Forest, XGBoost,
and word embeddings from Multilingual BERT and BERT.
The results showed that the XGBoost and BERTimbau models
achieved F1-scores of 96% and 92%, respectively. These
results suggest that using more advanced machine learning
algorithms can significantly improve the accuracy of fake news
detection.

The article [20] presents an analysis of Fake News using
machine learning algorithms. The researchers employed the
FakeRecogna Anomaly, consisting of 101.000 news articles.
They evaluated the performance of 11 machine learning algo-
rithms. The results showed that the algorithms did not achieve
satisfactory outcomes in accurately detecting fake news.

The study [21] aimed to use text mining techniques to
classify news articles as genuine or fake. The WEKA data
mining tool was utilized, employing decision tree analysis with
Bag-of-Words (BoW) and Term Frequency-Inverse Document
Frequencyigura1. (Tf-idf) approaches. The evaluation of the
experiment included accuracy, precision, recall, and F-score as
metrics. The models were validated using the Fake.br Corpus
dataset. The results showed that the Tf-idf model outperformed
the BoW model, achieving an accuracy of 89.82%. These
findings highlight the effectiveness of Tf-idf in accurately
distinguishing between genuine and fake news articles.

Based on the related works presented, our work differs, as
far as we know, in the use of BERTimbau applied to a well-
known Brazilian dataset. Also, we compare the performance,
side by side, of the BERT original English implementation
and BERTimbau, the BERT’s variant for Portuguese. Lastly,
we carefully applied statistical tests to compare BERTimbau
against traditional machine learning algorithms, an analysis
overlooked in the literature reviewed.

IV. METHODOLOGY

Machine learning algorithms were employed to classify
news. The process of conducting this work involved several
steps, as depicted in Fig. 1 selecting a suitable database, data
transformation, training and validation, and model comparison.

A. Dataset

To perform algorithms tests and evaluations, a database was
necessary to serve as input for such algorithms. In this work,
we adopted the database Fake.br, one of the few annotated
databases in Portuguese. The dataset contains 3,600 true and
3,600 false news, totaling 7,200 news. According to [22], the
news is divided into six categories: 4,180 on “politics”, 1,544
on “TV & celebrities”, 1,276 on “society & daily news”, 112
on ‘ ‘science & technology”, 44 on “economics” and 44 news
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Fig. 1. Methodology adopted in this research.

on “religion”. They all date between January 2016 and January
2018, with free text formatting.

The availability of a large number of Portuguese news
articles and annotated data in the Fake.br database were key
factors that led to the decision to use it instead of creating
a new database. Moreover, the Fake.br dataset is a diverse
dataset that contains a variety of fake news articles, covering
different topics and coming from different sources. This diver-
sity is essential in ensuring that the algorithms are tested on
a range of different types of fake news and are robust enough
to identify fake news across different contexts.

The development of a new database would require, in
addition to collecting a large number of news, the manual
annotation of each piece of news as true or false. This task,
therefore, would require a human evaluation to ensure its
validation and use in the training of algorithms. Therefore,
it would take a lot of time to design, develop and evaluate
this new base.

To summarize the database content, we employed the word
cloud data visualization technique. The Fig.2 presents the
most frequently named entities in real news (true), and the
Fig. 3 with the most frequently named entities in fake news.
Named entities are classifications of some text elements, such
as people, places, and dates. This type of strategy is useful for
extracting relevant information from textual data [23].

B. Pre-Processing and Data Transformation

Fake.br provides a CSV file with the pre-processed text,
including the stopwords removal, accents, and special charac-
ters that do not add semantics to the machine learning models.
Then, the news was submitted to a data transformation step,
a process in which the texts are transformed into a vector of
numerical values interpreted by the classifier. The Scikit-learn
library provides a set of tools that allow you to perform this
vectorization.

We employed two methods of vectorization in the analy-
sis. The first method was the CountVectorizer class, which
applies the “Bag of Words” technique that simply counts the
frequency of each word in the text. The second method was
the TfidfVectorizer class, which applies the Term Frequency-
Inverse Document Frequency (Tf-idf) technique. This method

Fig. 2. True News.

Fig. 3. Fake News.

assigns a weight to each word based on how often it appears in
the text but also takes into account how frequently it appears
across the entire corpus.

The Transformers architecture was used to process the data
for the BERT algorithm, as it provided methods to instantiate
the model and transform the texts into tokens.

In addition to evaluating the effectiveness of BERTimbau in
identifying fake news in Portuguese, the study also compared
its performance to that of the original BERT model using
a translated version of the dataset in English. We utilized
the Google Cloud Translation API integrated into a Python
environment for translating the “Fake.br” dataset. The Python
script for integrating the API and performing the translation
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and the translated database can be found in the Machine
Learning for Fake News Prediction Repository associated with
the article.

This approach allowed for a cross-lingual comparison of the
two models, highlighting their potential for use in multilingual
applications of fake news detection.

C. Model Training and Evaluation

Numerous machine learning algorithms can be used for
predictive modeling. Among them, six traditional algorithms
were chosen, and BERT, whose main technical innovation
is applying bidirectional training of Transformer, a popular
attention model, to modeling the language.

BERT consists of a model that establishes a word represen-
tation structure to be pre-trained for use in a wide range of
[8] tasks. Several pre-models based on BERT were trained for
a specific language, such as French [24] and Spanish [25], to
try to outperform the results of BERT, which is a multilingual
model with support for 104 languages. BERTimbau consists
of a pre-trained model for the Portuguese language that uses
data from brWaC [9]. Also, two versions are available, namely
Base and Large.

Regarding traditional algorithms, all algorithms chosen were
supervised machine learning algorithms that can be used for
classification tasks. The specific algorithms we utilized were:

• SGDClassifier (SGD): a linear classifier that uses
Stochastic Gradient Descent to learn the model’s weights.
It is often used for large-scale and sparse data sets.

• Logistic Regression (LR): a linear classifier that is used
to predict binary outcomes. It uses logistic regression to
model the probability of a binary outcome as a function
of the input features.

• MLPClassifier (MLP): a neural network classifier that
consists of multiple layers of artificial neurons (also
called perceptrons). It is often used for complex clas-
sification tasks.

• Support Vector Machine (SVM): a linear classifier that
tries to find the hyperplane in the feature space that
maximally separates the different classes. It is often used
for high-dimensional data sets.

• AdaBoostClassifier (ADA): an ensemble classifier that
combines the predictions of multiple weak classifiers to
make a strong classifier. The weak classifiers are trained
iteratively, with each classifier focusing on the examples
that were misclassified by the previous classifiers.

• Naive Bayes Classifier (NB): is a probabilistic classifier
based on Bayes’ theorem with the assumption of inde-
pendence between the features. Despite its simplicity, it
has been proven to be effective in many text classification
and sentiment analysis tasks.

Many factors influenced the choice of machine learning
algorithms for a particular problem. Some of the reasons why
these algorithms were chosen were because they are widely
used and have proven to be effective in many different con-
texts. It is common for researchers to compare the performance
of different algorithms to choose the best one for a particular
task or dataset.

For each machine learning algorithm, we set various com-
binations of hyperparameters values, employed to control the
algorithm learning process. We adjusted the hyperparameters
according to the algorithm settings presented in the related
works and also based on the Scikit-learn documentation. All
the implemented machine learning algorithms, along with their
respective hyperparameters, are also available in the repos-
itory. After developing these models for each combination
of hyperparameters, we tested the performance of each of
these combinations using a 10-fold cross-validation technique.
Cross-validation is a method widely used in prediction to
assess the generalization capability of predictive models [26].

We adopted the following metrics to compare the algo-
rithms, Precision, Recall, and F-Measure. We generated a
ranking report with the metrics used to measure the quality
of predictions from all ranking algorithms [2]: Accuracy
represents the percentage of predictions matching expected
responses, Precision is a measure of how consistent the
model’s predictions are; Recall is defined as the measure of
its completeness; and, finally, F-measure is used to combine
precision and recall and can provide overall performance in
predicting news.

V. RESULTS AND DISCUSSION

As mentioned, we tested the algorithms’ performance us-
ing a cross-validation technique. This technique divides the
dataset into 10 equal parts and alternates these subdivisions
between the training and test sets, ensuring that the algorithms
are tested on diverse data. Table I shows that most of the
algorithms (except Naive Bayes) had an average accuracy of
more than 93%. The vectorization used was the Bag of Words
method. The algorithm that obtained the best performance,
with an average of 96.63% of accuracy was the LR, which
calculates the sum of the input resources and the logistics
of the result. The algorithm with the worst performance was
Naive Bayes, with an average of 83.21% accuracy.

Table II shows the results obtained using the Tf-idf vector-
ization method. The SVM algorithm had the best performance,
with an accuracy of 96.50%, and could classify different
classes effectively. From these data, the algorithm groups into
classes that have the same similarity. Again, we observed that
the NB algorithm had the worst performance, with accuracy
even lower than that presented previously with Bag of Words.
Part of this comes from the fact that NB is not an algorithm
that behaves well with continuous data. Upon examining
Table I and Table II, it can be observed that BERTimbau
outperforms all traditional algorithms, regardless of the text
representation method used. BERTimbau also outperforms its
original implementation (BERT) in English. It was expected
because the first one is tailored for Portuguese while the
second needs a translation from Portuguese to English. Even
a common technique in NLP tasks, the automatic translation
implicates a lack of semantics that, in turn, harms the model
performance.

After performing the cross-validation, the fold results av-
erage was calculated to create a classification report with all
the metrics for comparing the algorithms. This is shown in

https://github.com/larasouto/machine-learning-fake-news-prediction
https://github.com/larasouto/machine-learning-fake-news-prediction
https://github.com/larasouto/machine-learning-fake-news-prediction
https://github.com/larasouto/machine-learning-fake-news-prediction
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TABLE I
ACCURACY RESULTS OF EACH FOLD IN BOW

BoW
Algorithms SGD LR MLP SVM ADA NB BERT BERTimbau
Iteration 1 96.14% 96.25% 94.44% 96.39% 94.58% 82.08% 91.94% 94.72%
Iteration 2 96.39% 95.97% 93.89% 96.39% 94.86% 81.94% 95.83% 98.47%
Iteration 3 94.44% 95.69% 92.22% 95.14% 93.33% 82.22% 96.39% 97.64%
Iteration 4 96.53% 97.50% 93.61% 96.25% 94.86% 85.56% 97.78% 98.75%
Iteration 5 95.69% 96.67% 93.06% 95.83% 95.83% 85.69% 99.31% 99.86%
Iteration 6 95.56% 97.22% 95.00% 96.81% 95.28% 84.31% 99.03% 99.86%
Iteration 7 97.64% 97.08% 94.44% 97.64% 96.25% 82.08% 98.89% 99.72%
Iteration 8 96.11% 97.08% 94.58% 96.67% 92.36% 78.61% 99.03% 99.72%
Iteration 9 93.47% 96.53% 93.33% 96.11% 92.78% 84.58% 98.61% 100.00%
Iteration 10 95.56% 96.25% 94.58% 96.53% 93.89% 85.00% 98.47% 99.86%

Average 95.65% 96.63% 93.92% 96.37% 94.40% 83.21% 97.53% 98.86%

TABLE II
ACCURACY RESULTS OF EACH FOLD IN TF-IDF

Tf-idf
Algorithms SGD LR MLP SVM ADA NB BERT BERTimbau
Iteration 1 97.50% 95.28% 95.69% 97.36% 95.14% 58.61% 91.94% 94.72%
Iteration 2 96.39% 96.11% 96.67% 96.94% 95.69% 58.75% 95.83% 98.47%
Iteration 3 95.00% 93.33% 95.56% 95.28% 92.64% 61.11% 96.39% 97.64%
Iteration 4 97.50% 95.97% 97.36% 97.64% 94.44% 64.72% 97.78% 98.75%
Iteration 5 96.67% 95.42% 96.25% 96.81% 96.25% 61.11% 99.31% 99.86%
Iteration 6 96.25% 95.42% 96.94% 96.39% 95.28% 63.06% 99.03% 99.86%
Iteration 7 96.39% 95.56% 96.11% 96.53% 95.69% 60.14% 98.89% 99.72%
Iteration 8 95.28% 94.17% 93.47% 95.56% 94.72% 57.92% 99.03% 99.72%
Iteration 9 95.42% 93.75% 95.69% 95.69% 92.92% 61.67% 98.61% 100.00%
Iteration 10 96.53% 96.39% 95.69% 96.81% 93.47% 60.42% 98.47% 99.86%

Average 96.29% 95.14% 95.94% 96.50% 94.63% 60.75% 97.53% 98.86%

Table III for algorithms with Bag of Words vectorization and
the Table IV for the Tf-idf vectorization.

The BERTimbau model’s performance on the classification
of false news was evaluated using precision, recall, and, f-
measure, with average scores of 99.19%, 98.71%, and 98.95%
respectively. The model’s performance on the classification
of true news was evaluated using the same metrics, with
average scores of 98.70%, 98.19%, and 98.74% respectively.
The overall accuracy of the model was 98.86%.

The average fold results for true and false news showed
that the BERTimbau model outperformed traditional machine
learning algorithms in all of the evaluated metrics.

After comparing the algorithms according to their accu-
racy, recall, and, F-measure, statistical tests were performed
comparing the accuracy of all traditional algorithms with
BERTimbau. This type of test was carried out to evaluate
the hypothesis presented in the introduction of this article:
BERTimbau is more accurate than traditional algorithms. To
evaluate the accuracy factor of each traditional algorithm com-
pared with BERTimbau, the non-parametric Mann-Whitney U
test was used, considering that the cross-validation data of the
BERTimbau accuracy did not show a normal distribution [27].

Table V presents the Mann-Whitney U test results aiming
to statistically evaluate the superiority of BERTimbau over
traditional classification algorithms. According to the result of
Table V, we realized that the differences among the medians
of BERTimbau and the other algorithms have statistically
significant differences (p-value <0.05). Therefore, we confirm
our initial hypothesis that BERTimbau is superior to traditional
machine learning algorithms when detecting fake news.

However, this result must be considered with a grain of salt
because there are some threats to validity, and we need to
present them. The first one regards the context of data. Even
the Fake.Br dataset contains many categories (e.g. politics,
religion, etc.), word clouds (see Fig. 2 and Fig. 3) denote a
predominance of politics. We can conclude it because “Michel
Temer”, “Sergio Moro”, “PT”, “Luiz Inacio Lula da Silva”,
and so on are all entities linked to politics. “Sergio Moro”, for
example, was highly cited in the 2018 presidential election.

Therefore, information related to politics is ephemeral, i.e.,
news often has a medium to a short life, as the example
of “Sergio Moro” presented previously. Other subjects, like
seasonal disasters such as COVID-19 and extreme weather
conditions, are also ephemerally affected. Thus, any machine
learning model trained for the problem of detecting fake
news in a given subject must be robust about the publication
time. Then, if we carry out the training in outdated data, it
could harm the performance detection of fake news in current
news. It is especially valid for traditional machine learning
algorithms because they require a training phase and some
strategy to keep the model up to date to mitigate the news
ephemerality problem.

On the other hand, BERT and BERTimbau are fine with
that because these algorithms do not require explicit training
once they are pre-trained over large corpora like Wikipedia
and brWaC respectively. After all, the more data you have, the
more powerful the detection model becomes, and BERT and its
variations benefit from the fact the large bases are continually
updated. Other characteristics that help to explain BERTimbau
superiority are its ability to capture contextual information,
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TABLE III
BOW RESULTS TABLE

Precision Recall F-Measure
Algorithms Average accuracy True Fake True Fake True Fake

SGD 95.65% 96.78% 94.58% 94.44% 96.86% 95.60% 96.66%
LR 96,63% 97,62% 95,67% 95,58% 97,67% 96,59% 97%

MLP 93.92% 91.21% 97.00% 90.64% 97.19% 93.71% 94.11%
SVM 96.37% 97.42% 95.38% 95.28% 97.47% 96.33% 96.41%
ADA 94.40% 94.91% 93.90% 93.83% 94.97% 94.37% 94.43%
NB 83.21% 76.64% 94.07% 95.53% 70.89% 85.05% 80.85%

TABLE IV
TF-IDF RESULTS TABLE

Precision Recall F-Measure
Algorithms Average Accuracy True Fake True Fake True Fake

SGD 96.29% 96.77% 95.82% 95.78% 96.81% 96.27% 96.31%
LR 95.14% 96.75% 93.64% 93.42% 96.86% 95.05% 95.22%

MLP 95.94% 94.99% 96.94% 97.00% 94.89% 95.99% 95.90%
SVM 96.50% 96.89% 96.12% 96.08% 96.92% 96.49% 96.51%
ADA 94.63% 95.11% 94.15% 94.08% 95.17% 94.60% 94.65%
NB 60.75% 56.03% 99.36% 99.86% 21.64% 71.79% 35.54%

transfer learning capabilities, and attention mechanism making
it a powerful tool for NLP tasks. Putting it all together
we explain why BERTimbau outperforms traditional machine
learning algorithms.

Despite its many benefits, the BERT family has some limi-
tations. One of these is its high computational cost, because it
requires a large amount of computational resources to train and
fine-tune, making it difficult for researchers and practitioners
with limited resources to use it. Another limitation is that
it is pre-trained on a large corpus of text data, this means
that it has been exposed to a wide range of language and
may have learned certain biases or stereotypes present in the
data. This could lead to the model making unfair or inaccurate
predictions about certain groups of people or specific topics.

BERT family also has a limitation in dealing with rare or
out-of-vocabulary words, as it has a fixed vocabulary size, it
may not be able to accurately represent words that are not
present in its training data. Lastly, it has been trained on a
large corpus of text data, and therefore it’s not optimized for
specific tasks or domains. For example, fine-tuning a BERT
model on a specific domain or task may not be as effective as
using a task-specific model that has been trained on a smaller
and more relevant dataset.

TABLE V
MANN-WHITNEY TEST COMPARISON ACCURACY

BoW Tf-idf
Algorithm p Value

BERTimbau SGD 0.0019 0.0028
BERTimbau LR 0.0028 0.0013
BERTimbau MLP 0.0002 0.0022
BERTimbau SVM 0.0032 0.0032
BERTimbau ADA 0.0008 0.0009
BERTimbau NB 0.0002 0.0002

VI. CONCLUDING REMARKS

In this research, we conducted a statistical analysis of seven
machine learning algorithms. We discovered that the Por-
tuguese variation BERTimbau exhibited the highest accuracy

compared to the other machine learning algorithms, including
when compared to its original implementation in English.
However, it is important to note that these results should
be viewed with caution. While the BERT family is a highly
effective language model with exceptional results in various
NLP tasks, it also has limitations such as high computational
cost, the potential for bias, challenges with uncommon words,
and lack of optimization for specific tasks or domains. These
limitations indicate that the BERT family may not be ideal in
all situations.

In future work, we intend to extend this contribution to
mapping collaboration networks on fake news dissemination.
Currently, we are contributing to the Association of Victims
and Families of Victims of Covid-19 “Avico Brasil’to monitor
fake news regarding vaccines. Mapping the collaboration can
be the best way to avoid fake news shortly, thus opening
research gaps for crawling collaborations over social networks.
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