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False Positive Identification in Intrusion Detection
Using XAI

R. S. Lopes (2, J. C. Duarte

Abstract—With the increase in the use of the Internet to
access sensitive data, intrusion detection has become an essential
security measure. The evolution that took place in Artificial
Intelligence in the last decades, notably in Machine Learning
techniques, combined with the availability of network traffic
datasets, opened a vast field for research and development
in Intrusion Detection Systems based on anomalies. Published
studies on this subject, nonetheless, are unanimous in stating
that this type of detection is more prone to the occurrence of
false positives. In order to mitigate this problem, we propose a
more effective method of identifying them, compared to using
only the algorithm’s confidence. For this, we hypothesize that
the relevance given by the algorithm to certain attributes may
be related to whether the detection is true or false. The method
consists, therefore, in obtaining these features relevance through
eXplainable Artificial Intelligence (XAI) and, together with a
confidence measure, identifying detections that are more likely
to be false. By using the LYCOS-IDS2017 dataset, it is possible
to eliminate more than 65% of the total false positives, with
a loss of only 0.38% of true positives. Conversely, by using
only a confidence measure, the elimination of false positives is
approximately just 50%, with a loss of 0.42% of true positives.

Index Terms—Intrusion detection, machine learning, explain-
ability, XAlI, false positive rate.

I. INTRODUCTION

ntrusion detection is an important activity that aims to
I improve the security level in computer systems. It comple-
ments other devices and techniques (e.g., firewalls and cryp-
tography), being considered the last line of defense [1], [2]. As
attackers learn to circumvent firewalls, crack passwords, steal
cryptography keys, etc., Intrusion Detection Systems (IDS)
become a mandatory device where sensible data is traveling.

An IDS operates as a network (NIDS) or as a host (HIDS)
device and monitors events (e.g., IP packet traffic, calls to
the operational system, logs, and file systems) in order to find
signs of security policy violations. It is categorized in signature
(sometimes called misuse) or anomaly-based detection [3]-
[5]. The first one compares characteristics of the monitored
data against signatures or rules related to known attacks. The
second one creates a model to represent normal (or benign)
data and monitors deviations from it, which has the advantage
of detecting unknown attacks, albeit at the price of more false
positives.

Advances in Machine Learning (ML) applied to anomaly
IDS resulted, at least theoretically, in a sharp reduction in
mistaken detections. It is hard to say, nonetheless, if it occurs
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Fig. 1. Growth of Brazilian internet traffic. Source: [7].

in the real world, as we don’t have real data with their ground
truth to test the detection effectiveness [5]. Furthermore, it is
not possible to assure the reliability of evaluations on synthetic
datasets, where the highly complex open-world network traffic
characteristics are hard to simulate [6].

The main consequence of false positives is the loss of
detection credibility, inducing the security analyst to neglect a
proper alarm analysis. In addition, active IDS, also known
as IDPS (“P” stands for Prevention), causes annoyance to
legitimate users when it actively blocks benign traffic wrongly
deemed malicious.

The reduction of false positives can be achieved with a
proper IDS sensitivity adjustment, however, this is a challeng-
ing procedure caused by a trade-off between false positives
and false negatives. While it is desirable to have both reduced,
these measures are generally inversely proportional. Therefore,
false positives reduction results in an increase of false neg-
atives, which can be even more harmful, as false negatives
represent real unnoticed attacks, and Information Technology
(IT) companies rather try to decrease them, even at the cost
of more false positives [4].

With the significant growth of internet traffic, especially
the benign one, even IDS with a low false positive rate can
generate, in absolute numbers, a substantial amount of false
alarms. This hypothesis can be supported by Fig. 1, which
shows such an increase in band usage, mainly due to more
services being available on the Internet, together with other
ways of access (e.g., smartphones). While this is related to
Brazil, it is reasonable that the same growth is happening all
over the world.

False positive reduction usually can be done in two ways: by
improving the model accuracy or by post-processing positive
detections. Both ways are complementary, therefore, they can
be applied concurrently. One interesting strategy is to obtain
the best model possible, from the point of view of accuracy.
After that, if the number of positive detections is higher
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than the security team analysis capability, the post-processing
technique is applied, thus reducing the detections that need
analysis to an acceptable amount. There are two common
post-processing methods: filtering out detections more likely
to be false positives and grouping duplicate detections or those
related to the same attack. Again, both are complementary and
can also be applied concurrently.

In this article, a post-processing method is proposed that
aims to filter out false positives. What distinguishes this
method from others is the use of recent explainable techniques
in an ML-powered anomaly-based IDS.

The remainder of this paper is organized as follows: Sec-
tion II provides a brief background of explainability in ML
and the reason it is needed. Section III presents some works
dealing with false positives reduction via post-processing and
highlights the differences related to the proposed approach,
which is described in Section IV. An analysis of the results
is presented in Section V, where the method is applied to
identify false positives generated by an anomaly-based IDS
on the LYCOS-IDS2017 dataset. Finally, Section VI concludes
the paper and proposes future improvements.

II. MACHINE LEARNING AND XAI

XAI stands for eXplainable Artificial Intelligence and, as
the name suggests, it emerged as a way to explain the outputs
of ML algorithms, especially those very complex and that
are considered black boxes. Such algorithms are the result
of increased computational power combined with the search
for better performance. A classic example is Deep Neural
Networks (DNN), which sometimes have hundreds of neural
layers. This results in an overwhelming amount of parameters
being adjusted, which is accomplished in a reasonable amount
of time only with graphical unit processors (GPU). DNN
succeeded notably in computer vision and natural language
processing, but its great performance comes at a cost: the lack
of a profound understanding of exactly what the algorithm
has learned from data to perform a prediction. Other non-
transparent algorithms are those based on ensemble methods
(e.g., Random Forest), and even rule-based algorithms (e.g.,
Decision Trees), which are self-explainable, can harm its
intelligibility when their outputs are the result of a large
number of mixed rules.

The need for XAl exists in several areas, being mandatory
in some countries, particularly on subjects related to law and
rights. One example is the use of Al systems in loan decisions,
providing the so-called right to explanation. It means that if a
loan company refuses to give a loan, it is obliged to explain the
reason for refusal outputted by the algorithm. Other demanding
areas of XAl are those with low fault toleration, as long as
it is possible to know the reasons behind the failure. Thus,
XAI can help fix, or at least predict, situations where failure
is more prone.

Deep Learning has obtained high accuracy in intrusion
detection, with a reduced false positive rate [3]. Nonetheless,
these rates can represent unrealistic values, being not sup-
ported by practical applications. When this occurs, it is quite
likely that the model has learned specific relationships that
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exist only in the evaluation dataset but not in the production
environment. When the model is not very transparent, it is
quite difficult to predict such behavior, which has raised the
importance of developing methods that reasonably explain the
reasons behind the decisions taken by these models.

Despite the large number of XAI techniques, they share
the same goal: spotting which attributes are most important in
a particular decision (or a set of decisions) and how they are
related. Here, two methods are highlighted, named Adversarial
Approach and SHAP.

A. Adversarial Approach

This technique was presented by Marino et al. [8], and
starts with the search for the smallest possible change in the
attributes of a misclassified sample, so that the model starts to
classify it correctly. The main idea is, therefore, to use these
changes as an explanation for the model error. Originally, such
strategy is used by the adversary to modify the intrusion in
order to go unnoticed, hence its name.

If the classification function learned by the model is smooth
with respect to the input samples attributes, e.g., Linear Re-
gression, Neural Networks, Support Vector Machines (SVM),
then this minimal change in the attributes can be obtained
through a gradient, and this method is also known as a
sensitive analysis.

B. SHAP

SHAP (SHapley Additive exPlanations) [9] is based on the
cooperative game theory Shapley values [10]. These values
average each player’s contribution overall possible coalitions.
In ML, players are replaced by attributes from the sample,
whose contributions are added to the output of the algorithm,
that is, its prediction. Therefore, such technique belongs to
the class of additive feature attribution methods, as well
as Local Interpretable Model-Agnostic Explanations (LIME)
[11], DeepLift [12] and Layer-Wise Relevance Propagation
[13]. What distinguishes the Shapley values method is that
it always preserves three desirable properties: local accuracy,
missingness, and consistency [9].

When the amount of attributes increases, calculating the
exact Shapley values becomes challenging, due to an ex-
ponential growth in the total number of possible coalitions.
To overcome this issue, SHAP approximates Shapley values
through LIME’s regression formulation. While in the latter
the parameters choices are made heuristically, SHAP finds
the unique solution to this regression that maintains these
three properties, hence recovering the Shapley values. As one
of the LIME’s parameters is called weighting kernel, this
method is also called Kernel SHAP. As LIME, Kernel SHAP
is model agnostic. However, there are two other faster SHAP
variations that take advantage of the model’s particularities:
Tree SHAP and Deep SHAP, specific for Decision Trees and
Neural Networks, respectively.

III. RELATED WORK

In this section, articles concerning post-processing tech-
niques are presented. Although it is possible to find several
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articles related to this subject, very few deal with anomaly-
based IDS, while most of them are limited in scope to
signature-based IDS, even though their post-processing tech-
niques use ML. This is evidence that anomaly-based IDS is
still not widespread in real-world environments, remaining a
research topic [6], meaning that signature-based IDS is mainly
preferred.

Regarding signature-based IDS, most works deal with Snort
IDS applied on the DARPA 1999 dataset [14]. A common
approach is to sort alarms as a time sequence to perform time
window analysis. Spathoulas and Katsikas [15] exemplify this
procedure well while noticing that the signature distribution
of alarms, in a given time window, is different depending on
whether or not there is a true attack event at that time. It
means that, in attack-free time windows, there is a specific
and constant signature distribution, which distinguishes false
alarm time windows. Such pattern distribution depends on
the network configuration, and when an attack occurs, this
distribution changes due to an increase in the frequency of
alarms whose signatures are related to that attack. It was also
noticed that the occurrence of many alarms with similarities in
the source or destination IP addresses and, in close moments,
is more related to true alarms. Thus, for each alarm, an analysis
of its neighboring was carried out, within a time window, in
order to verify the frequency of those with the same signature
and source or destination IP addresses of the alarm in question.
If this frequency was above a given threshold, the alarm was
considered true. A reduction of approximately 75% in the
number of false alarms has been reported [15].

Pitre et al. [16] published one of the few works that deal
with false positive post-processing in anomaly-based IDS. Fur-
thermore, the post-processing technique also uses ML, which
makes it very similar to our method. The main difference is
that they do not employ XAl in this task, but rather the same
original attributes used by the IDS in the detection phase. The
experiments were carried out in two small portions of the CSE-
CIC-IDS2018 dataset, called stages 1 and 2. In stage 1, the IDS
was trained and tested using Logistic Regression, yielding an
accuracy of 0.932. The positive examples obtained in the test
part of this stage were used for training a false positive filter,
also by means of logistic regression. Finally, these two devices
(IDS + filter) were used together in stage 2, resulting in an
accuracy of 0.951. According to the authors, this improvement
in accuracy, compared to stage 1, resulted in a drastic reduction
in the false positives proportion, at the cost of a small increase
in the false negatives proportion. Although confusion matrices
for both stages have been made available, it is not possible to
confirm such statements.

Finally, a metric called FOS (Feature Outlier Score), which
uses SHAP values to obtain a better confidence level regarding
anomaly IDS decisions, was defined by Kim et al. [17]. This
evaluation represents how anomalous the SHAP values of a
given sample are in relation to the SHAP values of similar
examples in the training set. The more the sample SHAP
values differ from the mean and standard deviation found
in the training set, the lower the confidence in the decision.
The difference in relation to our method is that we improve
the confidence level through a second ML algorithm, and not
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by mean and standard deviation comparisons. To validate the
FOS metric, the NSL-KDD dataset and an intrusion detector
with the XGBoost algorithm were used. FOS allowed the
identification of a 114% greater number of decision errors
than without its use. However, the authors do not clarify how
this comparison basis was evaluated.

IV. FALSE POSITIVE DETECTION USING XAI

Our objective is to identify false positives more effec-
tively, using XAI techniques. For this, we hypothesize that
the aspects obtained through explainability are, in general,
distinct between false and true positives. Furthermore, some
explainable techniques are model-restricted, while others are
model-agnostic, rendering the proposed method to behave
accordingly.

An important question before detailing the method is to
clarify its usefulness. An application example occurs when the
security analyst needs to find false positives that are making
an IDPS block normal traffic, causing annoyance to legitimate
users. For security reasons, this traffic should be inspected
before being released. In this case, it is more efficient to only
inspect those related to alarms with a high probability of being
false. If most of the alarms are true, analysts may fail to release
all improperly blocked traffic, as they will waste too much time
inspecting true alarms. The same reasoning can be done in the
opposite way, when an analyst, for some reason, is inspecting
lost true alarms among a large number of false ones.

As the proposed method is concerned only with post-
processing positive outputs, i.e., intrusion alarms, it is assumed
to have an already adjusted model (the anomaly-based IDS),
along with a dataset used to train and evaluate such model.
The method, then, identifies samples likely to be false positive
more effectively compared to using, solely, the IDS confi-
dence. Fig. 2 presents an overview of the proposed method,
consisting of the following three steps.

A. Step 1 — Threshold Setup

Easy-to-classify samples usually are classified correctly in
addition to receiving high confidence. This means that false
positives (FP) with such confidence level are rare, which, in
itself, already ensures that these are probably true detections.
Thus, it is important to estimate the max false positive confi-
dence value which can be used as a cut-off point, above which
the non-existence of false positives is assumed. This estimation
should be done in the dataset training portion and confirmed in
the validation subset. Only positive samples with confidence
under the obtained threshold are submitted to the false positive
detection method. The dataset test portion satisfying it is called
the analysis set and is used for evaluation, which is explained
in Subsection IV-C.

The threshold value estimation is a manual process, which
requires an examination of the positive examples, i.e., detected
as malign, in the training set. This value may be the greatest
possible confidence in false positives, however, there may be
some rare false positives in the training set with a confidence
level much higher than normal (e.g., an easily classified malign
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Fig. 2. Proposed method overview.

example, but mislabeled as benign). Thus, using this confi-
dence as a threshold may result in the unnecessary inclusion
of too many true positives (TP) in the analysis set, as it is quite
likely that almost all false positives from the test set have
confidence significantly below this value. A better estimate
is a confidence value that covers a high percentage of false
positives (e.g., 99%), rather than all of them.

The illustration of step 1 (Fig. 2) shows a quite linear
increase in false positives amount, represented in a dark tone,
as confidence decreases. In this case, the model’s confidence
is said to be calibrated, and the estimation of the false alarm
probability can be done directly. However, the low confidence
region may not be well behaved, requiring calibration tech-
niques [18]. Despite this, it is expected that such confidence
(calibrated or not) can be used together with XAl attributes to
train a second algorithm in a true and false alarm inference.

B. Step 2 — New Attributes Extraction

This is the step where Adversarial Approach and SHAP are
used. Given that the number of original attributes is n, and that
XAI computes the relevance value for all of them, it follows
that the number of new attributes extracted by each technique
is also n. The reason to use more than one XAI technique
is to extract attribute sets that capture different aspects of
the same predictions. For this, it is desirable to avoid similar
techniques (e.g., SHAP and LIME, which are both additive
feature attribution methods). Therefore, Adversarial Approach
and SHAP attributes are combined in the next step to produce
better results than each technique individually.

The n XAI values, regardless of the technique employed,
can be used, as such, to train the second algorithm, or they can
go through some pre-processing phase first, in order to reduce
the number of new attributes. This is more suitable when there
are few examples for training, which may happen depending
on several factors (e.g., skewed dataset, IDS performance, the
threshold used in step 1, etc.). In order to accomplish that,
Principal Components Analysis (PCA) may be used, although
it may hinder the understandability of the XAI attributes, but,
as the false alarm detection is done by a second algorithm,
this is not a critical issue. Anyway, another form of reduction

TABLE 1
SAMPLES USING REDUCTION THROUGH SIMILARITY COSINE.

Confidence  coss (Va, Vrp) coss (Vz,Vep) ||Ve|| Label
0,545810 0,875526 0,848827 4,93 TP
0,534495 0,899218 0,916288 14,65 TP
0,524484 0,890373 0,911622 26,34 FP
0,517797 0,876379 0,875529 19,15 TP
0,514481 0,932285 0,945562 24,79 FP
0,512833 0,900737 0,862286 7,19 TP
0,505035 0,868779 0,886791 11,24 FP
0,502664 0,828933 0,833023 0,11 FP

can also be used, taking advantage of the fact that XAl values
can be considered as an n-dimensional vector. This is denoted
as “XAI vector”, which is, therefore, characterized by its
direction and modulus.

Although the modulus is represented by a scalar number,
the same is not true for the direction in high dimensions.
Thus, to represent that using fewer attributes, two reference
directions are established in the higher dimension. The XAI
vector of a given sample is then compared to these two
reference directions using the similarity cosine, yielding two
new attributes. A natural choice for these two references is the
average of XAl vectors of false positives and true positives in
the training set. The TABLE I presents some samples using
this type of reduction, obtained from Adversarial Approach
attributes. The attributes cos, (V,, Vrp) and coss (Va, Vip)
represent the similarity cosine between the XAI vector of
the sample = and the reference directions of TP and FP,
respectively, being used the gradient operator due to the
Adversary Approach technique.

Therefore, consider a sample predicted to be malign about
which we want to infer if it is a true or false positive based on
the direction of its XAI vector. Intuitively, a high similarity
with the false positive reference direction and, at the same
time, a low similarity with the true positive reference direction
lead to the conclusion that this is a sample with a high
probability of being a false positive. Fig. 3 illustrate this
procedure with two dimensions (note that cos > cos ).

To summarize, the extracted attributes are:

o all the original XAI attributes, when there are enough
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Fig. 3. Two-dimensional XAI vectors — TP, FP (averaged in the training set)
and a given positive sample s.

false and true positives examples below the threshold for
training; or

e a reduced version of the XAI attributes, which can
be done through PCA or similarity cosine compari-
son, whichever achieves more accuracy in the validation
dataset. This way, the new attributes are the modulus and
two cosine values: one between the sample XAI vector
and the TP reference, and the other using FP as reference.

C. Step 3 — Model Building

One can ask about the real need for a second ML algorithm,
as according to Fig. 3, a direct comparison is apparently
enough to judge whether a given sample is true or false
positive. However, this is an oversimplified approach, since it
does not take into account the XAl vectors’ direction variance.
In other words, it is possible to have a significant amount of
true positives, whose XAl vectors are more similar to the false
positives reference direction, and vice versa. So, it is assumed
that there is a non-trivial relationship between XAl attributes
and the detection credibility, i.e., how likely it is false or true.
Such relationship can be learned by a second algorithm, and, as
the IDS confidence is also related to the detection credibility,
this is a valuable attribute to be used together with the XAI
ones.

Despite which kind of XAI attributes are used, special
care must be taken to avoid data leakage. It means that the
XALI attributes used to train, validate and test the false alarm
detector must come exactly from samples that belong to the
train, validation, and test portions of the original dataset,
respectively. Furthermore, for each XAl technique, one model
is built. Therefore, as we are using Adversarial Approach and
SHAP, two models are used, each one trained on its respective
XALI attributes.

Different ML models can be used (e.g., Naive Bayes,
Decision Tree, Neural Network, etc.), and it is also important
that such models provide the confidence that the false positive
sample is classified. When this confidence is high, traffic
related to it must be a priority for security analyst inspection.
Thus, it is desirable that such confidence reflects the probabil-
ity of the sample’s tendency to be false. To evaluate this aspect,
the analysis set (i.e., the positive samples from the original
dataset test portion under the threshold IDS confidence) is
used. Fig. 4 illustrates a desirable result, where a given analysis
set, composed of samples labeled as FP and TP, are sorted by
model confidence in two different cases, using or not using
XA attributes. The “Without XAI attributes” case represents
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two possible situations: either the analysis set was sorted
according to the IDS confidence or according to a second
algorithm that uses only IDS confidence as attributes. For the
sake of comparison, whichever is the best is used.

It is possible to note that, at the bottom of Fig. 4, a greater
amount of false positives fall on the right side of the confidence
region when XAI attributes are used. Whenever the analyst’s
inspection capacity is not enough to cover the whole analysis
set, it is more efficient to use this region to find and eliminate
as many false positives as possible. If this capacity is for
example 20% of the analysis set and as long as the analyst
prioritizes samples with high confidence to be false, more false
positives will be found and eliminated when XAl attributes are
used.

V. EXPERIMENTS AND RESULTS

An interesting dataset recommended by Ring et al. [19], that
can be considered for testing the proposed method is the CIC-
IDS2017, released by the Canadian Institute for Cybersecurity.
This dataset is relatively new, contains a wide range of attack
types, and is publicly available. However, it has several issues
caused by bugs in the data flow attributes extractor, named
CICFlowMeter. Two corrected versions of the dataset were
independently proposed: one by Engelen et al. [20], and
another by Rosay et al. [21]. The latter is used in the reported
experiments, as it is the most recent. The extractor tool used
to correct the dataset is open source and publicly available
[22]. The “corrected” version of the CIC-IDS2017 dataset
was renamed to LYCOS-IDS2017. It is worth mentioning
that there is a newer dataset released by the same institute,
named CSE-CIC-IDS2018. As its data flow attributes were
generated by CICFlowMeter, several bugs still remain [20],
[21]. Unfortunately, there is not a fully corrected version for
this dataset yet. LYCOS-IDS2017’s data flow is characterized
by eighty-two attributes, which are continuous or discrete. The
continuous attributes carry statistical flow data (e.g., the time
between packets, flow duration, number of packets/bytes per
second, mean length of packets, etc.). The discrete attributes
represent counters that record the number of packets with some
flags active (e.g., SYN, FIN, RST, ACK, PUSH, etc.) or the
very information that defines the flow, which is the flow ID (a
unique identifier for each sample), source and destination IP
and ports. With the exception of the destination port, which
is related to the application protocol (e.g., 80 for HTTP, 443
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for HTTPS, 22 for ssh), all other flow definition attributes
must not be directly used for intrusion detection, as they carry
peculiarities specific from the network environment used to
generate the dataset.

According to Fig. 2, it is necessary to have an IDS model
already trained in addition to the dataset. For the sake of ar-
gument, a neural network model is chosen, provided there are
several explainable techniques specific to it. Furthermore, the
Adversarial Approach depends on the cost function gradient
with respect to the original attributes, which can be computed
efficiently through backpropagation. As neural networks do
not process categorical attributes directly, destination ports,
which may have too many different values, are transformed
into numerical vectors using the ip2vec technique [23].

Fig. 5 shows the IDS performance on the testing portion
of the dataset. For security reasons, reducing the 398 false
negatives should be a priority. Although it can be done by
an increase in the IDS sensitivity, which in turn causes more
false positives, such tuning procedure is out of scope. Thus,
our goal is just to identify most of these 219 FP as efficiently
as possible, since they are mixed up among the 89,967 true
ones, as the ground truth labels are unknown in a production
environment.

An analysis of false positive samples on the training set
reveals that 99% of them are predicted as malign with con-
fidence below 0.9987629. Using this as a threshold on the
test set results in the so-called analysis set, which consists of
2,231 TP + 216 FP. Then, XAI attributes from these 2,447
samples are extracted and fed to a second ML algorithm — the
FP detector. The K-Nearest Neighbors (KNN) algorithm is
the one used for simplicity since it has few hyperparameters
to adjust. The model is built using XAI attributes extracted
from the samples belonging to the training and validation sets.
For Adversarial Approach, such attributes are reduced through
similarity cosine comparison, while for SHAP the reduction
is done through PCA (using the nine first components). With
the exception of the “number of neighbors”, selected on the
validation process, all other hyperparameters are left at default
values, and two KNN models are generated, one for each type
of XAl attribute.

Fig. 6 shows this final result. The x-axis denotes percentages
of the analysis set, whose total amount in absolute values is
2,447 samples. The y-axis contains percentages of the total
amount of false positives on the test set, which is 219. The idea
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here is to obtain high percentages of false positives with the
minimum percentage of the analysis set. This is accomplished
by sorting samples according to the algorithm’s confidence,
and then, limiting them to a percentage suitable to analyst
capacity. The dashed line represents a combination of the
two KNN models, through the average of their confidences.
Although this has the best overall result, characterized by the
area under the curve (AUC), it fails to outperform the SHAP-
related KNN model in the region of interest (left side of the
graph). Moreover, we implement the main idea present in the
method developed by Pitre et al. [16], which is to reuse the
original attributes to train an FP filter, instead of the XAI
attributes. This procedure generates the curve in red with left-
triangle marks.

Although Fig. 6 presents the analysis set in percentages, it is
the absolute values that will tell if this is under the analyst ca-
pacity. Consider, for example, the 20% portion of the analysis
set with the highest confidence that the detection is false. This
portion contains, in absolute values, 489 samples, which can
be over the analyst’s inspection capacity. If applicable, smaller
percentages can be used, however, containing a smaller amount
of FP.

The inspection procedure aims to maximize security, as it
prevents the loss of TP. If the analyst capacity is too low, and
if FP annoyance is severe, one can consider, after careful risk
management, eliminating fractions of the analysis set with high
confidence to be FP. In the 20% case, it contains 65% of all FP
when the proposed method is used, which stands for 148 FP in
absolute values. Even if the remaining 341 samples (489 - 148)
are TP, they still represent a tiny fraction of all the 89,967 TP
ones (0.38%). Therefore, the elimination of this 20% portion
represents a high percentage of FP and, at the same time, a low
percentage of TP. The same computation can be done using
only the IDS confidence, where the percentage of FP spotted
decreases to 50%, with a TP loss of 0.42%.

Finally, if the analyst’s capacity allows the inspection of the
whole analysis set (or the great majority of it), this method
may become unnecessary. As can be seen in Fig. 6, from
the analysis set’s percentages greater than 50%, there is a
convergence where the non-use of XAI (line with square
dots) comes very close, and even surpasses XAl techniques
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individually.

VI. CONCLUSION

An anomaly-based IDS has the potential to detect new
unknown attacks, but it is also more prone to generate false
positives. Although some approaches have been proposed, this
is still an obstacle to its mainstream adoption, which makes
further research necessary. Unlike misuse-based IDS, whose
signature in itself explains the reason for the (false) detection,
it is not trivial to understand wrong detections from the IDS
powered by complex ML algorithms. In this sense, XAl arises
as a new possibility to handle false positives.

The use of XAI attributes, especially SHAP ones, makes it
possible to obtain percentages of analysis sets with a higher
density of false positives. The method acts as a way of triage,
shortening the number of samples where the analysts search
for false positives, thus enhancing their efficiency.

Even though the better performance was obtained compared
to not using XAl attributes, it is not always possible to obtain
percentages with a majority of false positives. This points to
a need for improvement, which can be achieved in future
works. One suggestion is to use other XAI techniques in
order to reach better results with the confidence combination.
Improvements also can be done on the second ML algorithm
(the FP detector) choice, preferably those more suitable to
unbalanced sets. There is also a need for a study related to the
impact of feature selection before applying XAl techniques.
SHAP, for example, assumes statistical independence of the
attributes, which may not happen in the general case. Then,
the minimization of correlation through feature selection can
result in SHAP values with better quality, which in turn can
improve the method.
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