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Prediction Model for Common Mental Disorder and
Depression in users of Psychoactive Drugs

Rhyan X. de Brito, Carlos A. R. Fernandes, Roberta M. M. Moreira and Eliany N. Oliveira

Abstract—Mental disorders are among the most prevalent dis-
eases in the world. Many studies have observed the relationship
between the use of psychoactive substances and mental diseases,
such as Common Mental Disorder (CMD) or depression. The
present paper aims to test the effectiveness of ML techniques
as auxiliary tools in the pre-diagnosis of CMD and depression,
through the classification of users of psychoactive substances.
The main objective is to obtain a model for predicting the
risk of depression and CMD, as well as to determine which
factors contribute most to the risk of these mental diseases. The
databases used in this work are composed of 605 samples from
people from eight cities in the state of Ceará, Brazil, collected
from January to July 2019. The results showed that the tested
ML techniques reached an accuracy of 82.81% and 81.98%
in the prediction of CMD and depression respectively, with
the Support Vector Machine (SVM) and Sequential Backward
Selection (SBS) methods. The results also showed that the use
of tobacco derivatives, alcohol and cocaine/crack are the most
significant factors for predicting these CMD and depression.

Index Terms– common mental disorder, depression, psychoac-
tive drugs, data mining, machine learning, prediction model.

I. INTRODUCTION

Over the past 30 years, many epidemiological surveys
around the world have shown that mental disorders have

become very relevant from a public health care perspective due
to their prevalence and persistence, accounting for approxi-
mately 12% of the global disease diagnostics [1]. In particular,
the Common Mental Disorder (CMD), responsible for the
reduction of the ability to concentrate and memory disorders,
is considered the most prevalent mental suffering in the world
population, being estimated to be among the biggest disabling
causes in 2030 [2]. The CMD is characterized by depressive,
anxious and somatic symptoms, such as irritability, fatigue,
insomnia, excessive worry, among others.

Depression is also one of the most prevalent mental illnesses
in the world. According to the World Health Organization,
more than 350 million people worldwide suffer from depres-
sion, and it will likely be the main global disease by 2030
[3],[4]. Depression can be understood as a state of mind or
a type of physiological problem that causes many symptoms,
resulting in limitations of mental and physical functioning [5],
[6]. Some biological issues may also contribute to depression,
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such as low levels of serotonin, dopamine and noradrenaline
that are synthesized in the brain [7]. For authors [7], [8],
the accumulation of homocysteine by genetic alteration of
MTHFR C677T, as well as folate deficiency, decrease the
synthesis of the neurotransmitters’ dopamine, norepinephrine,
epinephrine and serotonin, leading to depression due to the
reduction of neurotransmitter synthesis. Individuals with de-
pression suffer with melancholy, having difficulties in concen-
tration and interaction with other people [5].

The use of psychoactive substances such as alcohol, to-
bacco, cocaine and crack, has a significant impact on the
intensity and prevalence of CMD and depression, as they act
on the central nervous system, causing effects on cognitive,
behavioral and psychological functions, as well as causing
changes in mood, behavior and consciousness [9]. Indeed,
many studies have observed the relationship between the use
of psychoactive drugs and several health problems, such as
CMD and depression [9], [10], [11].

On the other hand, Data Mining (DM) and Machine Learn-
ing (ML) have become very popular in many areas of knowl-
edge as auxiliary mechanisms for solving various problems.
Currently, DM and ML have applications in a huge variety of
knowledge fields and, in particular, they have become powerful
tools in the fields of medicine, health and biology [12], [13].
The systems based on DM and/or ML developed within these
areas aim to identify patterns in large amounts of data and to
assist in clinical decisions, being a powerful tool for helping
in pre-diagnosis and in predictive systems.

The present work aims to test the effectiveness of DM
and ML techniques as auxiliary tools in the pre-diagnosis
of CMD and depression, through the classification of users
of psychoactive drugs. In particular, the main objective is to
obtain a model for predicting the risk, based on data related
to the use of psychoactive drugs and socio-economic data.
Another objective is to determine which factors contribute
most to the prediction of the risk of CMD and depression.
These two objectives combined can assist health professionals
and help the development of public health policies.

The prediction model is based on a classification system that
follows the steps of the Knowledge Discovery in Databases
(KDD) method for DM [13]. The KDD approach allows a
better exploitation of the database, leading to an efficient
use of the ML techniques. Several ML models are tested
in the classification system, in order to find the one that
has the best ability to model the considered database. In
particular, the following nine classifiers were tested: k-Nearest
Neighbors (KNN), Multilayer Perceptron (MLP), Support Vec-
tor Machine (SVM), Linear Discriminant Analysis (LDA),
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Quadratic Discriminant Analysis (QDA), Naive LDA, Naive
QDA, Extreme Learning Machine (ELM) and Random Forest
(RF).

In addition, in order to increase the accuracy of the classi-
fiers and to reduce the number of features, three techniques of
feature selection/transformation were tested: Principal Compo-
nent Analysis (PCA), Sequential Feature Selection (SFS) and
Sequential Backward Selection (SBS). Regarding the objective
of determining which factors contribute most to the prediction
of CMD, an analysis based on the entropy (information gain)
of the attributes is performed.

The database used in this work was built with data collected
from 605 participants, from January to July 2019, in eight
municipalities of the state of Ceara/Brazil that have mental
health services and/or therapeutic communities that assist
users of psychoactive substances. The data were collected in
interviews supported by three instruments: a form for profile
of sociodemographic, clinical and pattern of consumption, the
Self-Reporting Questionare (SRQ-20) and the Patient Health
Questionnaire-9 (PHQ-9) [14]. The results showed a good
accuracy of the ML techniques in predicting the CMD and
depression, reaching accuracy of 82.81% and 81.98%, respec-
tively.

The rest of the work is divided as follows. In Section II, the
works related to this article are presented. In Section III, the
theoretical framework about CMD is addressed. In Section IV,
the methods used in the work are presented. In Section V, the
results are shown and discussed. In Section VI, the conclusion
and future works are discussed.

II. RELATED WORKS

This section presents the state of the art related to the use of
DM and ML as supporting tools in problems related to CMD,
depression and similar mental diseases.

In [15], a clinical study aiming to to differentiate healthy
people from patients suffering from schizophrenia and de-
pression based on the Electroencephalogram (EEG) rhythm
is presented, using Artificial Neural Networks (ANNs) with
three groups of patients: 10 normal, 10 schizophrenic and
10 depressive. The ANNs were able to correctly identify
schizophrenia, depression and normal controls with an overall
accuracy of 60% to 80%. However, the classification accuracy
of the self-organized competitive network was 40% to 60%.

In [2], a study was carried out for classifying the different
types of headache using several ML methods, with data
collected from 2,177 patients diagnosed with headache at
the Neurological Clinic, in the city of Joinville, Brazil, from
January 2010 to November 2014. The reached accuracy was
around 76%.

In [16], different classifiers, with a genetic algorithm being
used for feature selection, were used to distinguish patients
with depression from healthy individuals, based on Elec-
troencephalography (EEG) records from 30 depressed and 30
healthy patients. The SVM classifier using a genetic algorithm
for feature selection reached an accuracy of 88.6% in the
classification of patients with depression.

In [17], a predictive model is presented to diagnose anxiety
and depression in elderly patients from sociodemographic and

health-related factors. Ten classifiers were evaluated with a
data set of 510 geriatric patients. The highest precision was
89%, obtained with the RF classifier.

In [18], a computational tool was developed using se-
quencing data from the complete genome of people with
mental disorders. The authors used a scoring system based
on deep learning (ncDeepBrain) to analyze personal genome
sequencing data. The authors observed that the use of deep
learning and logistic regression to discriminate the disease
variants from the neutral variants reached an accuracy of 82%.

In [19], the diagnosis of anxiety and depression in young
children was addressed, through the use of 90-second fear
induction, during which the participant’s movements were
monitored using a wearable sensor. Several sets of attributes,
as well as several modeling approaches, were verified, the
logistic regression providing the best performance with an
accuracy of 80%.

In [20], ANNs were applied to a set of data to predict mental
disorders based on lifestyle and psychometric data of people
from all age groups. The data collection was based on an
Android application through a questionnaire to analyze mental
abilities, behavior, lifestyle and personality.

In [21], a neuro-fuzzy system was used to recognize mental
disorders such as schizophrenia, phobia, depression, anxiety
and obsessive compulsive disorder, using data mining. For
the data collection, questionnaires about symptoms and types
of disorders were used. For the fuzzy inference system, the
Mamdani model was used, with 65 rules to determine the
classification. The system obtained an accuracy of 81.94% for
the test data.

In [22], ML was used to track bipolar disorder using the
Mood Disorder Questionnaire. The data set was fed to a
decision tree classifier to determine which resource is the
most significant in the data set. The precision achieved in
the experiment was 88.07%. In [23], the authors conducted
a study for the early detection of bipolar disorder using data
from 300 participants. The success rate in the experiment was
around 99.2% and 99.6% according to the different parameters
tested.

In [24], a study was made aiming to predict the severity
of depression using acoustic and visual behavioral markers,
based on three different sets of questions. The decision three
classifier reached 96% of accuracy.

Although the above mentioned works have brought impor-
tant contributions, some issues are not addressed in these
studies. It can be concluded from the above bibliography
review that, although there is a significant number of works
using ML methods to study depression, there is a lack of
works using ML along with CMD. Moreover, these works do
not try to study the impact of psychoactive drugs in CMD
and depression using ML, which is the main objective of
the present paper. In addition, these works lack of testing
a higher number of classifiers along with feature selection
techniques, which may considerably increase the accuracy of
the classification process.

Comparing the accuracy results obtained in the present work
with the ones obtained in the works cited in this section , it can
be concluded that the present paper has reached satisfactory
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levels of accuracy (above 80%, as it will be presented in
Section VI).

III. COMMON MENTAL DISORDER (CMD)
The expression CMD was coined by Goldeber and Huxley,

and the concept of CMD was developed in the 1970s, through
researches on mental illness, in the context of primary public
health care [9]. The CMD, also known as Minor Psychiatric
Disorders (MPD), is characterized by intense psychological
distress with important consequences in the individual’s health
and in many other aspects of life, such as work, studies and
other daily activities. The CMD is manifested as a mixture of
somatic, anxious and depressive symptoms, such as states of
anxiety, irritability, fatigue, insomnia, memory and concentra-
tion problems and somatic complaints.

The patient with CMD has generally non-psychotic symp-
toms, such as complaints of anxiety, irritability, somatization,
decreased vital energy and depressed mood [25]. The CMD
is characterized by the presence of different symptoms for at
least seven days. The evaluation of these symptoms allows an
early diagnosis, as well as the monitoring of depressive disor-
ders, anxiety, phobia, panic disorder and obsessive-compulsive
disorder, which are characteristic of the types of CMD [11].
Indeed, an early and correct diagnosis of this disorder is
essential to avoid physical and psychological damage to the
individual and burden on the health system [26].

The prevalence of CMD varies worldwide, but it has gener-
ally a high frequency of occurrence in the population. In [11],
approximately one third of the interviewees (31.47%) of the
Central region of Brazil had CMD, with a higher prevalence
in the Southeast (51.9 % to 53.3 %), Northeast (64,3%) and
South (57.7%) regions.

The diagnosis for the CMD is performed through the ap-
plication of the SRQ-20, developed by Harring and Mcmullin
[27]. The questionnaire originally had 24 questions: twenty on
non-psychotic disorders and four on psychotic disorders. The
version currently applied in Brazil was validated by Mari and
Williams, who observed a sensitivity of 83%, specificity of
80% and 19% of classification errors [27].

The SRQ-20 is an instrument for tracking non-psychotic
mental disorders in which the answers are categorical yes/no.
Each affirmative answer scores with a value of 1, the final
score being calculated through the sum of these values. The
scores obtained are related to the probability of the presence
of non-psychotic disorder, ranging from 0 (no probability)
to 20 (extreme probability) [28]. The answers enable the
establishment of a score and, if this score is above 7, the
individual is considered positive for CMD [29].

In addition, the SRQ-20 is recommended by the World
Health Organization (WHO) for community studies and pri-
mary health care, especially in developing countries, as it is
easy to use and has a low cost, being used in several countries
of different cultures for tracking non-psychotic disorders [28].

IV. DEPRESSION

According to [30], the depression characterized by the
presence of sad, melancholic, empty or irritable mood, ac-
companied by somatic and cognitive changes that significantly

affect the individual’s ability to function, differing in the
aspects of duration, moment or presumed etiology. [30] states
that the abuse of substances such as psychoative drugs and
some medications can be associated with depression.

The depression or melancholia has been recognized as a
clinical syndrome for over 2,000 years and a fully satisfactory
explanation for its intriguing and paradoxical features has
not yet been found, with important unresolved questions
about its nature, classification and etiology [31]. Among these
questions, the authors of [31] cite the following points: (i)
Is depression an exaggeration of a mood state experienced
by normal individuals, or is it qualitatively and quantitatively
different from a normal mood state? (ii) What are the causes,
defining characteristics, outcomes and effective treatments of
depression? (iii) Is depression a type of reaction or a disease?
(iv) Is depression primarily caused by psychological stress and
conflict, or is it primarily related to a biological disorder?

There are no definitive answers to these questions and there
is a clear disagreement between clinicians and researchers
who have studied depression, with considerable controversy
over the classification of depression. The nature and etiology
of depression are still issues that have not been clearly
defined. Some authorities claim that depression is primarily
a psychogenic disorder, others claim that the cause is related
to organic factors. A third group advocates the concept of two
different types of depression: one psychogenic and one organic
[31].

Within this context, the ability to correctly identify in-
dividuals at risk of developing depression is essential in
epidemiological studies, as it allows the estimation of the
prevalence of the disease [32]. According to [32], among the
instruments used to identify individuals at risk of depression,
one can find the PHQ-9, derived from the Primary Care Evalu-
ation of Mental Disorders (PRIME-MD), which was originally
developed to identify five common mental disorders in primary
health care: depression, anxiety, alcohol abuse, somatoform
disorders and eating disorders. The PHQ-9 is an instrument of
relatively quick application, containing nine questions, which
is an advantage in epidemiological studies, compared to others
validated instruments, such as the Beck Depression Inventory
(BDI) often used by specialists for screening depression [32],
[6].

V. METHODS

This section describes the methods used in this work,
being divided in two parts: collection and construction of the
database, and steps of the classification system.

A. Database Collection and Construction

The database used in this work was built in the context
of a research project called “Mental health and the risk of
suicide in drug users”, with a favorable opinion from the
Research Ethics Committee in 2018 and No. 2,739,560. The
participants’ consent was legitimized through the Free and
Informed Consent Form (FICF).

The data were collected from 605 participants in eight
municipalities of the state of Ceará that have mental health
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Fig. 1. Steps of the KDD method.

services to assist users of psychoactive drugs, such as the Gen-
eral Psychosocial Care Centers (CAPS Geral, from portuguese
Centros de Atenção Psicossociais Geral), Psychosocial Care
Centers for Alcohol and Others Drugs (CAPS AD, from
portuguese Centros de Atenção Psicossociais Álcool e outras
drogas) and therapeutic communities.

The survey took place from January to July 2019, through
interviews using three instruments: one form for sociode-
mographic, clinical and consumption pattern profile, and the
SRQ-20 and PHQ-9 forms, which can be found in [9], [14].
The inputs of the prediction model presented in this work
are the data obtained from the sociodemographic, clinical
and consumption pattern form, where as the outputs. i.e. the
prediction of CMD and depression, are obtained from the
SRQ-20 and PHQ-9 questionnaires, respectively.

The sociodemographic, clinical and consumption pattern
form seeks to characterize the participants using variables
such as gender, age, self-reported skin color/race, religion,
education, occupation, marital status, number of children,
family income, number of residents in the household and
housing situation. As for the clinical aspects, the presence of
clinical or psychiatric comorbidities are also investigated in the
form, as well as its relationship with the use of psychoactive
drugs. The SRQ-20 and PHQ-9, on the other hand, are
well-established forms containing questions for tracking non-
psychotic disorders [14].

A part of this database was analysed in [9] using inferential
statistics and simple tests of association and correlation. This
study found a high rate of people with depressed mood,
anxiety and somatic symptoms. Moreover, the main social risk
factors observed were the female gender and being young,
while being catholic or evangelical, having a steady partner
and children were found as protective factors. In [9], it was
also found that the use of psychoactive drugs has a major
impact in the risk of CMD and depression.

B. Steps of the Prediction Model

The prediction model presented in this work is based on
a classification system that follows the stages of the KDD
method for DM, with the following steps: (1) data selection;
(2) preprocessing; (3) data transformation; (4) data mining and
(5) interpretation [33]. A simplified scheme of the steps of the
prediction model is shown in Fig. 1

In Step 1, some samples with missing attributes were
discarded, as well as some questions that were not related to
the classification. Moreover, some redundant information has

also been discarded. Examples of redundant information are
birth date and age, family income in reais (Brazilian currency)
and family income in terms of the minimum wage. Besides,
examples of irrelevant data, in view of the classification, are
municipality of birth, municipality of residence and type of
public service where the data were collected.

In Step 2, the questionnaire responses were coded and
inconsistencies were corrected by discarding samples with
missing information and eliminating some attributes that con-
tain redundant information. Attributes that we considered
unrelated to the classification problem were also removed.
Some questions as, for instance, self-reported skin color/race,
religion and type of habitation, were coded in several binary
variables, one for each skin color/race, each religion and type
of habitation. After the preprocessing, the database contained
84 attributes, 605 samples and 2 binary outputs: one output
representing the prediction of CMD (yes or no), and one output
output representing the prediction of depression (yes or not).

Subsequently, in Step 3, some feature transforma-
tion/selection techniques were applied. In particular, the fol-
lowing techniques were tested: PCA, SFS and SBS. The PCA
is a feature transformation technique whose main idea is to
reduce the dimensionality and correlation of the dataset. The
PCA transforms the original features into a new set of variables
that are uncorrelated and organized so that the first components
contain most of the variance of the original data set [34],
which allows a reduction in the number of used features. As
a consequence, the PCA may also decrease considerably the
processing time. In this work, the number of PCA components
was chosen based on the accuracy, after testing some values
for this parameter.

On the other hand, in the feature selection method SFS, the
features are added sequentially to the set of used features until
the addition of another feature does not increase the accuracy
of the classifier [35]. In contrast, in the feature selection
algorithm SBS, the features are removed sequentially from a
complete set of features, until the removal of another feature
does not decrease the accuracy [35].

The SFS and SBS are search algorithms with relatively low
computational cost that improve the efficiency of the classifier
by decreasing the number of used features. Moreover, they
may improve the predictive ability of the classifier [36].

After that, in Step 4, the data are sent to a binary classifying
algorithm, for preforming the prediction of the classes of the
participants, related to the presence of CMD or depression.
Nine classifiers were tested in this work: KNN, MLP, SVM,
LDA, QDA, Naive LDA, Naive QDA, ELM and RF. The Naive
LDA and Naive QDA classifiers are versions of the standard
LDA and QDA that assume that the features are correlated.
We decided to test a high number of classifiers in order to
verify which ones perform better in the classification of the
considered database. These classifiers were chosen because
they are well-established and popular in the literature, and
they were used in similar applications [15].

The hyperparameters of each classifier were obtained
through testing, based on the accuracy obtained during the
test phase, using the k-fold cross-validation technique with
k = 10 folds. The classifiers were tested with or without the
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z-score normalization. This method normalizes the standard
deviation and removes the mean of each attribute. The best
results were obtained with the z-score normalization, hence,
the results presented in the next section correspond to the case
with z-score normalization.

As it will be viewed in results section, the MLP and SVM
techniques provided the best accuracy. Due to this reason, the
most part of the results were obtained using these classifiers.
The MLP is a feedforward ANN with at least three layers of
nodes (input layer, hidden layer and output layer) and neurons
that use nonlinear activation functions. The SVM classifier
performs the separation of the classes through hyperplanes
that are optimized for generating the greatest possible distance
between the classes, usually using kernel functions.

In the Step 5 of the KDD method, the results are visualized
and analyzed, which is done in the next section. The figures of
merit used in this work are the accuracy and confusion matrix,
obtained in the k = 10 folds with binary classification of CMD
(or depression). Regrading the analysis of the importance of
the features, the information gain, based on the entropy, [37],
[38], [39], is used to determine the best attributes.

VI. RESULTS AND DISCUSSION

In this session, the results of the tests performed are
presented and discussed. As earlier mentioned, the results were
obtained using the database presented in the Subsection V-A,
k-fold cross validation with k = 10 and z-score normalization.
The accuracy showed below represent the average correct
classification rate (number of correctly classified samples
divided by the total number of samples) in the 10 folds during
the binary classification of the CMD and depression. Firstly,
the results related to CMD are shown and, then, the results
associated with depression are presented.

A. Common Mental Disorder (CMD)

1) Classification of CMD: The following results have the
objective of evaluating the performance of the classification
algorithms using the feature transformation method PCA and
the feature selection techniques SFS and SBS. As earlier
mentioned, many simulations were carried out to adjust the
hyperparameters of these classifiers. Table I shows the clas-
sifiers’ hyperparameters that provided the best results. In the
rest of the simulations related to the classification of CMD,
the results were obtained using the hyperparameters of Table
I.

Table II shows the accuracy of the nine tested classifiers
using the PCA, with the third column showing the number of
used components. For each classifier, several values for the
number of PCA components were tested, with the value that
provides the highest accuracy being chosen.

It can be viewed from Table II that there is a significant
difference in the accuracy obtained by the tested classifiers.
This is due to the different abilities of each classifier for
discriminating the data. It can also be viewed in this table that
the MLP and SVM techniques obtained the highest accuracy,
with 77.70% and 77.54% respectively. This result is expected,
as the MLP and SVM are two of the most popular and efficient

TABLE I
HYPERPARAMETERS USED BY THE CLASSIFIERS (CMD)

Classifier Hyperparameter

MLP

2 hidden layers with 10 neurons each,
activation function: linear saturated,

scaled conjugate gradient backpropagation,
learning rate = 0.2, batch size = 1,

number of epochs = 30

SVM
Polinomial kernel (non-homogeneous)

with degree 1, C = 1,
KernelScale: 1/sqrt(2*0.01), one-vs-one

ELM 1 hidden layer with 25 neurons

KNN K = 40

RF
number of seeds = 1,
number of trees= 400

TABLE II
ACCURACY IN THE PREDICTION OF CMD - WITH PCA

Classifier N. of PCA comp Accuracy

MLP 81 77,70%
SVM 80 77,54%
ELM 35 75,90%
KNN 55 75,90%
QDA 60 73,61%
RF 55 73,05%

Naive LDA 75 72,46%
LDA 75 71,64%

Naive QDA 25 71,64%

classifiers. On the other hand, the classifiers that obtained the
worst results were the LDA and Naive QDA, with an accuracy
of 71.64% for both the techniques. This is due to the fact
that these classifiers assume that the features follow Gaussian
distributions, which is not a valid hypothesis for the considered
database.

Some simulations were carried out using the feature se-
lection techniques SFS and SBS, and the MLP and SVM
classifiers, which provided the best accuracy in Table II. In
these simulations, the SVM provided the best results. Due to
this, only the results obtained with the SVM are shown in the
sequel. Tables III and IV show the confusion matrices with the
true and predicted classes, obtained by the SVM along with
the SFS and SBS techniques, respectively.

It can be viewed from Tables III and IV that both the feature
selection techniques were able to increase the accuracy of the
SVM with respect to the PCA case. In particular, the SVM
with the SBS reached an accuracy of 82.81 %, which is 4,67
% higher than the rate obtained by the SVM with PCA. This
performance gain is due to the fact that the SFS and SBS
techniques select subsets of features that are best suited to the
problem.

It can also be noted that the SBS provided a better result



404 IEEE LATIN AMERICA TRANSACTIONS, VOL. 21, NO. 3, MARCH 2023

TABLE III
CONFUSION MATRIX WITH THE TRUE AND PREDICTED CLASSES - SVM

WITH SFS (CMD)

True class
CMD No CMD Accuracy

Predicted
class

CMD 387 67
No CMD 58 93

Rate (%) 86.97 58.13 79.34

TABLE IV
CONFUSION MATRIX WITH THE TRUE AND PREDICTED CLASSES - SVM

WITH SBS (CDM)

True class
CMD No CMD Accuracy

Predicted
class

CMD 395 54
No CMD 50 106

Rate (%) 88.76 66.25 82.81

than the SFS. However, the SBS used much more features than
the SFS. Indeed, the SFS selected only four features, while the
SBS excluded only two features for the classification process.
It is also noteworthy that the SFS reached good accuracy with
only four features.

Another observation that can be made from these confusion
matrices is that the class that represents the positive diagnosis
for CMD obtained the correct classification rates than the class
representing the absence of CMD, i.e. the sensitivity (true
positive rate) is higher than the specificity (true negative rate)
in Tables III and IV. From the point of view of public health
policies, this can be viewed as a desired characteristic for a
prediction system, as it has a smaller probability to miss the
detection of CMD in people that are in a group of risk. In the
best case (Table IV), the sensitivity is 88.76%.

2) Importance of Attributes: In this subsection, some re-
sults that analyse the importance of the features in the classi-
fication of the considered database are presented, in order to
determine which factors are the most relevant to the prediction
of CMD. The most common parameter used to measure the
relevance of the features is the information gain, based on the
entropy [37], [38], [39]. The information gain is commonly
used in the design of decision tree classifiers, like the RF,
but they also indicate how relevant the attributes are for a
classification task.

Table V shows the 10 highest information gains of the
features, with the respective feature descriptions. In this ta-
bles, the attributes “CID10-F19” and “CID10-F17” represent
diagnostics for mental disorder due to multiple drug use
and to smoking, respectively, and the attributes “psychoactive
drug problem: tobacco” and “psychoactive drug problem:
cocaine/crack” inform if the participant had psychoactive prob-
lems due tobacco derivatives and cocaine/rack, respectively.

Table V shows a high influence of the use of psychoactive
drugs on the discrimination of CMD, with the use of co-
caine/crack being the most relevant factor. The use of alcoholic
beverages and tobacco derivatives is also an important factor
for predicting the risk of CMD. Indeed, the consumption of
multiple psychoactive substances can directly interfere in the
users’ mental health by increasing the probability of breaking

TABLE V
THE 10 HIGHEST INFORMATION GAINS OF THE FEATURES (CMD)

Information gain Feature Description
0.0165 depression
0.0175 CID10-F19
0.0187 gastrointestinal disorders
0.0191 psychoactive drug problem: tobacco
0.0193 age
0.0209 most used drug: alcohol
0.0222 psychoactive drug problem: cocaine/crack
0.0223 no occupation
0.0241 CID10-F17
0.0324 most used drug: cocaine/crack

or weakening social relationships, causing a reduction in the
self-esteem and, consequently, feelings of loneliness [40]. In
addition, the use of psychoactive drugs can impair the clinical
treatment of the individual, causing a greater risk for the
worsening of the CMD [40].

Moreover, Table V shows that having no occupation (no job)
is an important risk factory, as well the age of the participants,
where being younger constitutes a risk factor. These results
are in accordance with the conclusion of [9]. This table also
indicate that depression is a risk factor for CMD. In [41], it was
observed that there is a direct relationship between depression
and CMD in users of psychoactive drugs. Indeed, depression
and the use of psychoactive substances directly interfere with
the quality of life of these individuals, especially the physical,
social and mental health, contributing to the presence of CMD
[41].

Besides, the disorder related to the use of multiple sub-
stances and gastrointestinal disorders are also important pre-
dictive factors for CMD. The association between gastroin-
testinal disorders and psychological symptoms has been evi-
denced in the works [42], [43], [44], [45]. Therefore, it should
be highlighted the high number of relevant factors that are
important for the CMD, which requires early intervention for
a better prognosis. Finally, it is worth mentioning that, while
the entropy of the database is equal to 0.833, the sum of the
information gains of all the 84 features is equal to 0.440, which
can be considered is a significant amount of information gain.

B. Depression

1) Classification of Depression: In this subsection, the per-
formance of several classification algorithms in the prediction
of the risk of depression is studied, using the PCA, SFS and
SBS methods. Table VII shows the accuracy obtained by the
nine tested classifiers using the PCA, as well as the number of
used PCA components. As in Subsection VI-A, several simula-
tions were carried out in order to adjust the hyperparameters
of the classifiers. Table VI shows the hyperparameters that
provided the best accuracy. In the rest of the simulations of
the paper, the results were obtained using the hyperparameters
of Table VI.

Comparing the accuracy of the different classifiers in Table
VII, one may note that there is a difference of 4.4% in the
accuracy provided by the best and worst methods. It can also
be viewed in this table that the SVM and MLP techniques
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TABLE VI
HYPERPARAMETERS USED BY THE CLASSIFIERS (DEPRESSION)

Classifier Hyperparameter

MLP

2 hidden layers with 10 neurons each,
activation function: tangent hiperbolic,

resilient backpropagation,
learning rate = 0.1, batch size = 1,

number of epochs = 20

SVM
(Gaussian kernel), C = 0.89,

KernelScale: 1/sqrt(2*0.02), one-vs-one

ELM 1 hidden layer with 40 neurons

KNN K = 70

RF
number of seeds = 1,
number of trees= 100

TABLE VII
ACCURACY IN THE PREDICTION OF DEPRESSION - WITH PCA

Classifier N. of PCA comp Accuracy

MLP 80 71.48%
SVM 79 71,31%
ELM 40 70.82%
RF 55 70.74%

KNN 30 70.49%
QDA 40 69.02%

Naive QDA 40 68.52%
Naive LDA 55 67.70%

LDA 35 67.05%

obtained the best results, as observed in the experiments
carried out with the CMD, achieving accuracy of 71.48% and
71.31%, respectively. On the other hand, the Naive LDA and
LDA provided the worst accuracy, with 67.70% and 67.05%
respectively, as they assume that the attributes are Gaussian
distributed, which is not a valid hypothesis.

Furthermore, comparing the results of Tables II and VII, it
can be viewed that the accuracy obtained with the depression
database are significantly lower than those obtained with the
CMD database, indicating that depression is more difficult to
be modeled by the tested ML techniques along with PCA. This
is probably due to the fact the depression presents symptoms
with subjective aspects, as well as intriguing and paradoxical
characteristics, with unresolved questions about its nature and
classification [31].

Some simulations were carried out using the feature se-
lection techniques SFS and SBS, and the MLP and SVM
classifiers, which provided the best accuracy in Table VII.
As well as in the CMD case, in these simulations, the SVM
provided the best results. Due to this, only the results obtained
with the SVM are shown in the sequel. Tables VIII and IX
show the confusion matrices obtained by the SVM along
with the SFS and SBS techniques, respectively. It can be

TABLE VIII
CONFUSION MATRIX WITH THE TRUE AND PREDICTED CLASSES - SVM

WITH SFS (DEPRESSION)

True class
Depres. No Depres. Accuracy

Predicted
class

Depres. 332 41
No Depres. 78 154

Rate (%) 80.98 78.97 80.33

TABLE IX
CONFUSION MATRIX WITH THE TRUE AND PREDICTED CLASSES - SVM

WITH SBS (DEPRESSION)

True class
Depres. No Depres. Accuracy

Predicted
class

Depres. 338 37
No Depres. 72 158

Rate (%) 82.44 81.03 81.98

TABLE X
THE 10 HIGHEST INFORMATION GAINS OF THE FEATURES (DEPRESSION)

Information gain Feature Description
0.0191 age
0.0163 catolic religion
0.0217 no occupation
0.0158 number of household residents
0.0250 CID10-F17
0.0272 CID10-F19
0.0185 first drug used: tobacco
0.0352 must used drug: cacaine/crack
0.0177 psychoative drug problem: tobacco
0.0315 psychoative drug problem: cocaine/crack

viewed from these tables that the feature selection methods
SFS and SBS provided significant gains in accuracy when
compared to the PCA case. The best result was obtained with
the SVM along with the SBS, reaching an accuracy of 81.98
%, representing a gain of 10,67 % with respect to the SVM
with PCA.

It is worth noting that, as well as in the CMD database, the
SBS technique presented better results than SFS. However,
the SBS used more attributes, excluding only two features,
while the FSF selected only four attributes. Another similarity
between the results obtained with the two databases is that
the sensitivity is higher than the specificity, which can be
viewed as a positive aspect of the prediction system, as earlier
mentioned. In the best case (Table IX), the sensitivity related
to the detection of depression is 82.44 %.

2) Importance of Attributes: Table X shows the 10 highest
information gains of the features, with the respective feature
descriptions, for the depression database. As for the CMD
database, the use of cocaine/crack stands out as the main
factor for the detection of depression. The use of tobacco
also represent a very relevant factor for the the detection
of depression. Furthermore, the entropy of the depression
database is equal to 0.906, while the sum of the information
gains of the 84 attributes is equal to 0.470, which can be
considered an expressive information gain.

These results corroborates with the discussion presented
in Subsection VI-A2. Moreover, in [46], the authors reached
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a conclusion that corroborates with these results, showing
that the use of psychoactive drugs directly interferes in the
prevalence of depression, being risk factors associated with
the occurrence of negative effects on mental health, well-being
and social performance.

VII. CONCLUSION AND FUTURE WORK

This work presented a classification system based on DM
and ML, in order to to classify people according to the risk
of CMD and depression, based on the use of psychoactive
substances and socioeconomic data, with the objective of
assisting in the development of public policies for health.
The database used is composed of 605 people from eight
municipalities in the state of Ceará, Brazil, with data collected
from January to July 2019.

The results showed the effectiveness of the prediction sys-
tem as an auxiliary tool in the pre-diagnosis of CMD and
depression. The SVM classifier, together with the SBS tech-
nique, achieved an accuracy of 82.81% for CMD and 81.98%
for depression, which can be considered good accuracy, given
the complexity of proposed problems. The study also looked
at the most discriminant variables in the classification process,
in order to identify the most significant factors in predicting
the risk of CMD and depression. The results showed that
the use of cocaine/crack is the most relevant factor for both
CMD and depression. In addition, the use of alcohol and
tobacco, and being unemployed are also important factors in
predicting CMD. On the other hand, the results showed that
the use of tobacco derivatives is a relevant factor for predicting
depression.

Finally, when comparing the results related with the two
diseases, it was observed that the depression provided better
accuracy than the CMD. As future work, the application
of deep learning architectures is considered, as well as the
study the Autism Spectrum Disorders (ASD) in children.
Moreover, a deeper analysis of the false negatives of CMD and
depression, with their common factors, is also a perspective
of work.
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